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Abstract. Let A be an abelian variety defined over a number field K. For a finite extension
L/K, the cardinality of the group A(L)tors of torsion points in A(L) can be bounded in terms of
the degree [L : K]. We study the smallest real number βA such that for any finite extension L/K
and ε > 0, we have |A(L)tors| ≤ C · [L : K]βA+ε, where the constant C depends only on A and ε
(and not L). Assuming the Mumford–Tate conjecture for A, we will show that βA agrees with the
conjectured value of Hindry and Ratazzi. We also give a similar bound for the maximal order of a
torsion point in A(L).

1. Introduction

Let A be a nonzero abelian variety defined over a number field K. For every finite extension
L of K, the group A(L)tors of torsion points in A(L) is finite. We are interested in finding upper
bounds for the cardinality of A(L)tors that depend only on A and the degree [L : K]. A theorem
of Masser [Mas] implies that for any real number β > dimA and any finite extension L/K, we
have |A(L)tors| ≤ C · [L : K]β, where C is a constant depending only on A and β. We will see
that Masser’s bound remains true if dimA is replaced by some smaller value whenever A is not
isogenous over K to a power of a CM elliptic curve, cf. §8.

Let βA be the infimum of the set of real numbers β for which the inequality

|A(L)tors| ≤ C · [L : K]β

holds for all finite extensions L/K, where C is a constant that depends only on A and β (and in
particular not L). From Masser, we have βA ≤ dimA. This is made totally explicit in a recent
preprint of Gaudron and Rémond [GR22]: namely, they prove that

|A(L)tors| ≤ (6g)8gDg max(1, hF (A), logD)g,

where g = dimA, D = [L : Q] and hF (A) is the stable Faltings height of A.
Hindry and Ratazzi have made a precise conjecture for the value of βA which we now recall. Fix

an embedding K ⊆ C. The abelian variety AC, obtained by base extending A to C, is isogenous
to a product

∏n
i=1A

mi
i , where the Ai are abelian varieties over C that are simple and pairwise

nonisogenous. For each subset I ⊆ {1, . . . , n}, define the abelian variety AI :=
∏
i∈I A

mi
i over C.

Associated to each abelian variety B defined over K or C is a Mumford–Tate group GB whose
definition we recall in §2.1; it is a linear algebraic group defined over Q. Define the real number

γA := max
∅6=I⊆{1,...,n}

2 dimAI
dimGAI

.

Hindry and Ratazzi have conjectured that βA = γA, cf. [HR12, Conjecture 1.1]; note that
AI and

∏
i∈I Ai have isomorphic Mumford–Tate groups. They proved the inequality βA ≥ γA

[HR10, Proposition 1.5].
Hindry and Ratazzi have proved their conjecture in various situations where the Mumford–Tate

conjecture is known and the Mumford-Tate group GA is of a very special form [Rat07,HR10,HR12,
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HR16]. For example, if GA is isomorphic to GSp2g (with g = dimA) and the Mumford–Tate

conjecture holds for A, then βA equals γA = 2g/(2g2 + g + 1), cf. [HR12]. Cantoral Farfán has
proved several additional cases, see [CF19]. A statement of the Mumford–Tate conjecture can be
found in §2.3.

The following is our main result; we prove the conjecture of Hindry and Ratazzi assuming the
Mumford–Tate conjecture.

Theorem 1.1. Let A be a nonzero abelian variety defined over a number field K for which the
Mumford–Tate conjecture holds. Then βA = γA. Equivalently, γA is the smallest real value such
that for any finite extension L/K and real number ε > 0, we have

|A(L)tors| ≤ C · [L : K]γA+ε,

where C is a constant that depends only on A and ε.

This result is in fact implied by an unconditional one, namely Theorem 6.2, relating βA to
invariants associated to all the `-adic monodromy groups of A.

Remark 1.2. In addition to recovering all previous results on the Hindry–Ratazzi conjecture, The-
orem 1.1 proves many new cases of it: for example, the Mumford-Tate conjecture is known to hold
for all geometrically simple abelian varieties of prime dimension [Rib83], while the Hindry–Ratazzi
conjecture had not been previously proven for such varieties.

In the case where A is geometrically simple, the following shows that the converse of Theorem 1.1
holds. So the Mumford–Tate conjecture assumption in Theorem 1.1 is reasonable and the value βA
is an interesting arithmetic invariant of A.

Theorem 1.3. Let A be a geometrically simple abelian variety defined over a number field K.
Then the Mumford–Tate conjecture for A holds if and only if βA = γA.

We also show that the Hindry-Ratazzi conjecture (for all abelian varieties) is in fact equivalent
to the Mumford–Tate conjecture (for all abelian varieties).

Theorem 1.4. The following are equivalent:

(a) the Mumford–Tate conjecture holds for all abelian varieties A defined over a number field,
(b) βA = γA for all nonzero abelian varieties A defined over a number field,
(c) βA = γA for all geometrically simple abelian varieties A defined over a number field.

Remark 1.5. Take any ε > 0 and any torsion point P ∈ A(K) whose order we denote by n. A
direct consequence of Theorem 1.1 is that, assuming the Mumford–Tate conjecture for A, we have

[K(P ) : K] ≥ C · n1/γA−ε,

where C is a positive constant depending only on A and ε. Here, the constant 1/γA is often not best
possible. The next theorem describes an optimal version assuming the Mumford–Tate conjecture
for A; an unconditional version can be found in §9.

With a fixed embedding K ⊆ C, the Mumford–Tate group GA of A comes with a faithful action
on the Q-vector space VA := H1(A(C),Q), cf. §2.1.

Theorem 1.6. Let A be a nonzero abelian variety defined over a number field K for which the
Mumford–Tate conjecture holds. Let d be the minimal dimension of the orbits of the action of
GA(C) on the nonzero vectors in VA ⊗Q C. Take any real number ε > 0. Then for any integer

n ≥ 1 and any point P ∈ A(K) of order n, we have

[K(P ) : K] ≥ C · nd−ε,
where C is a positive constant depending only on A and ε. Moreover, d is the minimal real number
that has this property.
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Remark 1.7. It is easy to construct examples for which the minimal dimension dQ of the orbits of
the action of GA on the nonzero vectors in VA is strictly greater than the quantity d appearing
in the previous theorem. The simplest such case arises when A is an elliptic curve with complex
multiplication: GA is then a nonsplit torus of dimension 2, and one sees easily that dQ = 2 while
d = 1.

1.1. Notation.

• ` will always denote a rational prime.
• For a scheme X over a commutative ring R and a (commutative) R-algebra S, we will

denote by XS the S-scheme X ×SpecR SpecS.
• Fix a commutative ring R and a free R-module M of finite rank. We define GLM to be the

group scheme over R such that for each (commutative) R-algebra B, we have GLM (B) =
AutB(B⊗RM) with the obvious functoriality. A choice of basis of the R-module M induces
an isomorphism GLM ∼= GLd,R, where d is the rank of M .
• Let G be an algebraic subgroup of GLV , where V is a nonzero vector space over a field
k. For a subspace W of V , we let GW be the algebraic subgroup of G that fixes W ; more
precisely, we have GW (B) = {g ∈ G(B) : gw = w for all w ∈ B⊗kW} for all k-algebras B.
• Let R be a commutative ring, G be a group subscheme of GLn,R, and W be a submodule

of Rn such that Rn/W is locally free of rank n− d. We define a group subscheme FixG(W)
of G by the functorial property

FixG(W)(S) = {ϕ ∈ G(S) |ϕ|W⊗RS is the identity on W ⊗R S}
for every R-algebra S. When R = k is a field and W = W is a vector subspace of kn we
have FixG(W) = GW .
• We define the Mumford–Tate group GA of an abelian variety A in §2.1.
• We denote by T`(A) the `-adic Tate module of A and set V`(A) = T`(A)⊗Z`Q`. The precise

definitions of these objects are recalled in §2.2. We define the `-adic monodromy groups
GA,` ⊆ GLV`(A) over Q` and GA,` ⊆ GLT`(A) over Z` in §2.2.
• For a field k, a finite-dimensional k-vector space V and a linear algebraic subgroup G of

GLV , define the slope

γG := max
06=W⊆V

dimW

dimG− dimGW
,

where we vary over the nonzero subspaces W of V . We interpret this as γG = +∞, when
for some nonzero subspace W , the stabilizer GW has finite index in G. If γG is finite, we
say that G has finite slope. Note that if γG is finite, then γG ≤ dimV .
• For two positive real numbers a and b, by a � b (or b � a), we mean that a ≤ Cb for

a positive constant C; the dependencies of the constant C will always be indicated by
subscripts. For example, Masser’s result mentioned above says that for any finite extension
L/K and number β > dimA, we have |A(L)tors| �A,β [L : K]β. We will write a � b to
denote that a � b and a � b both hold, where the dependencies in the implicit constants
will be indicated by subscripts.

1.2. Overview. In §2, we give some background on the `-adic representations associated to an
abelian variety, review some of their uniformity properties, and recall the Mumford–Tate conjecture.

The group G := (GA)C acts on the complex vector space VC := H1(A(C),Q) ⊗Q C. For each
subspace W of VC, we have an algebraic subgroup GW of G as defined in §1.1. In §3, we prove that
the inequality

γA · (dimG− dimGW ) ≥ dimW(1.1)

always holds and that γA is the smallest real number with this property.
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Let ` be any prime. In §4 and §5, we prove a version of Theorem 1.1 for the subgroup A(L)[`∞]
consisting of the points of A(L) whose order is a power of `. More precisely, we prove that if the
Mumford–Tate conjecture for A holds, then for any finite extension L/K, we have |A(L)[`∞]| �A,`

[L : K]γA (this follows from Theorem 5.1 and Lemma 3.9(ii)). Theorem 4.1, proved in §4, further
shows that the implicit constant can be taken to be independent of `.

In §6, we obtain upper and lower bounds for βA, which agree under the assumption of the
Mumford–Tate conjecture. This establishes our main theorems. In §7, we make some remarks on a
conjectural expression for βA not involving Mumford–Tate groups. In §8 we show that βA ≤ dimA,
with equality only for powers of CM elliptic curves. This shows that our results improve on Masser’s
bound except for those cases. Finally, in §9, we prove Theorem 1.6 and also give an unconditional
version.

1.3. Acknowledgments. The first author is supported by the IRS grant QUAD (Labex Persyval),
a PEPS JCJC grant 2022 and the ANR project JINVARIANT. The second author gratefully
acknowledges funding from MIUR (Italy, grant PRIN 2017 “Geometric, algebraic and analytic
methods in arithmetic”) and from the University of Pisa (grant PRA 2018-19 “Spazi di moduli,
rappresentazioni e strutture combinatorie”). The first two authors thank Gaël Rémond for many
inspiring discussions and for his insightful comments and ideas, which greatly helped them with
writing parts of this paper. We are grateful to Marc Hindry and Nicolas Ratazzi for their interest
in this work and for asking the questions that led to the results in §8.

2. Abelian varieties background

In this section, except for §2.1, we fix an abelian variety A of dimension g ≥ 1 defined over a
number field K. We review some of the theory of the `-adic representations associated to A and
the Mumford–Tate conjecture.

2.1. Mumford–Tate groups. Let A be a nonzero abelian variety defined over C. We now recall
the definition of the Mumford–Tate group GA of A. If instead A is defined over a number field K,
then with a fixed embedding K ⊆ C, we define GA to be the Mumford–Tate group of AC. The choice
of embedding K into C does not affect any of the following constructions by [DMOS82, Theorem
2.11].

We view A(C) as a topological space with its usual complex topology. The first homology group
V := H1(A(C),Q) is a vector space of dimension 2 dimA over Q. It is endowed with a Q-Hodge
structure of type {(−1, 0), (0,−1)} from the Hodge decomposition, so

V ⊗Q C = H1(A(C),C) = V −1,0 ⊕ V 0,−1

with V 0,−1 = V −1,0. Let µ : Gm,C → GLV⊗QC be the cocharacter such that µ(z) is the auto-

morphism of V ⊗Q C which is multiplication by z on V −1,0 and the identity on V 0,−1 for each
z ∈ C× = Gm(C). The Mumford–Tate group of A is the smallest algebraic subgroup GA of GLV ,
defined over Q, which contains µ(Gm,C).

The ring of endomorphisms End(A) of the abelian variety A/C acts on V , which induces an
injective homomorphism End(A)⊗ZQ ↪→ EndQ(V ). Denote by EndQ(V )GA the subring of EndQ(V )
consisting of those elements that commute with GA.

Lemma 2.1.

(i) The group GA is connected and reductive.
(ii) The image of End(A)⊗Z Q ↪→ EndQ(V ) is EndQ(V )GA.

Proof. This follows from Propositions 17.3.4 and 17.3.6 of [BL04]; note that the Mumford–Tate
group GA is generated by the Hodge group Hg(A) and the group Gm of homotheties. �
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The abelian variety A is isogenous to a product
∏n
i=1A

mi
i , where the Ai are simple abelian

varieties over C that are pairwise nonisogenous and the mi are positive integers. A fixed isogeny
induces an isomorphism

V =
n⊕
i=1

Vi(2.1)

of Q-vector spaces, where each Vi := H1(Amii (C),Q) is a representation of GA.
For each subset I ⊆ {1, . . . , n}, define the subspace VI :=

⊕
i∈I Vi of V and the abelian variety

AI :=
∏
i∈I A

mi
i . We can identify H1(AI(C),Q) with VI . The group GA acts on VI since it acts

on each Vi. The representation GA → GLVI gives a dominant homomorphism GA → GAI of linear
algebraic groups. The kernel of GA → GAI is (GA)VI and hence

dimGAI = dimGA − dim(GA)VI .(2.2)

Lemma 2.2. The direct sum (2.1) is the decomposition of the representation V of GA into isotypical
components.

Proof. Take any i ∈ {1, . . . , n} and set I := {i}. The subspace VI = Vi of V is a representation of
GA via the homomorphism GA → GAI . We thus have

n∏
i=1

End(Amii )⊗Z Q =
n∏
i=1

EndQ(Vi)
GA ⊆ EndQ(V )GA = End(A)⊗Z Q =

n∏
i=1

End(Amii )⊗Z Q,

where the first two equalities follow from Lemma 2.1(ii) and the last equality uses that the simple
abelian varieties Ai are pairwise nonisogenous. Therefore, we have EndQ(V )GA =

∏n
i=1 EndQ(Vi)

GA

and each EndQ(Vi)
GA is isomorphic to Mei(Di) for some integer ei ≥ 1 and division algebra Di

(the ring End(Amii )⊗Z Q is of this form since Ai is simple). The lemma is now a consequence of V
being a semisimple representation of GA; this is true since GA is reductive by Lemma 2.1(i). �

2.2. `-adic monodromy groups. Take any prime `. For each integer i ≥ 1, let A[`i] be the
`i-torsion subgroup of A(K), where K is a fixed algebraic closure of K. The group A[`i] is a free
Z/`iZ-module of rank 2g. The `-adic Tate module is

T`(A) := lim←−
i

A[`i],

where the inverse limit is with respect to the multiplication by ` maps A[`i+1] → A[`i]. The Tate
module T`(A) is a free Z`-module of rank 2g. Define V`(A) := T`(A)⊗Z` Q`; it is a Q`-vector space
of dimension 2g. We can identify GLV`(A) with the generic fiber of GLT`(A).

The Galois group GalK := Gal(K/K) acts on each A[`i] and respects the group structure. This
induces an action of GalK on T`(A) and V`(A). The action of GalK on V`(A) respects the vector
space structure and can thus be expressed in terms of a representation

ρA,`∞ : GalK → AutZ`(T`(A)) = GLT`(A)(Z`) ⊆ AutQ`(V`(A)) = GLV`(A)(Q`).

The `-adic monodromy group of A, which we denote by GA,`, is the algebraic subgroup of GLV`(A)

obtained by taking the Zariski closure of ρA,`∞(GalK). The group ρA,`∞(GalK) is open in GA,`(Q`),
cf. [Bog80]. Therefore, GA,` determines the group ρA,`∞(GalK) up to commensurability.

We define GA,` to be the group subscheme of GLT`(A) obtained by taking the Zariski closure of
ρA,`∞(GalK) ⊆ GLT`(A)(Z`). We can also describe GA,` as the Zariski closure of GA,` in GLT`(A).
The monodromy group GA,` is the generic fiber of the Z`-group scheme GA,`.

Denote by G◦A,` the neutral component of GA,`, i.e., the connected component of GA,` containing
the identity element; it is an algebraic subgroup of GA,`. Denote by KA,` the finite extension of K
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such that the kernel of the homomorphism

GalK
ρA,`∞−−−−→ GA,`(Q`)→ GA,`(Q`)/G

◦
A,`(Q`)

is Gal(K/KA,`), where the second homomorphism is the obvious quotient map. The following
proposition was proved by Serre [Ser00, 133]; see also [LP97].

Proposition 2.3. The extension KA,`/K is independent of `. In particular, there is a finite
extension K ′/K such that GAK′ ,` is connected for all `.

We will make extensive use of the following fundamental results of Faltings.

Proposition 2.4 (Faltings).

(i) The representation V`(A) of GalK is semisimple.
(ii) The map End(A)⊗Z Q` → EndQ`[GalK ](V`(A)) is an isomorphism of Q`-algebras.

(iii) For any abelian variety B over K, the map Hom(A,B)⊗ZQ` → HomQ`[GalK ](V`(A), V`(B))
is an isomorphism of Q`-vector spaces.

Proof. These are proven in §5 of [Fal86]. �

Proposition 2.5. Assume that the groups GA,` are connected for all `.

(i) The algebraic group GA,` is reductive for all `.
(ii) For `�A 1, the Z`-group scheme GA,` is reductive.

Proof. Part (i) is a direct consequence of Proposition 2.4(i). Part (ii) is proved in [LP95] though
also see [Win02, §1.3]. �

2.3. The Mumford–Tate conjecture. After fixing an embedding K ⊆ C, the comparison iso-
morphism V`(A) ∼= V ⊗Q Q` induces an isomorphism GLV`(A)

∼= GLV,Q` . The following conjecture
says that G◦A,` and (GA)Q` are the same algebraic group when we use the comparison isomorphism

as an identification, cf. [Ser77, §3].

Conjecture 2.6 (Mumford–Tate conjecture for A). For each prime `, we have G◦A,` = (GA)Q`.

The Mumford–Tate conjecture is still open, however significant progress has been made in show-
ing that several general classes of abelian varieties satisfy the conjecture; we simply refer the reader
to [Vas08, §1.4] for a partial list of references.

Proposition 2.7.

(i) For each prime `, we have G◦A,` ⊆ (GA)Q`.

(ii) The Mumford–Tate conjecture for A holds if and only if the common rank of the groups
G◦A,` equals the rank of GA; in particular, the conjecture holds for one prime ` if and only
if it holds for all `.

Proof. For a proof of (i) see [DMOS82, I, Prop. 6.2]. Part (ii) follows from [LP95, Theorem 4.3]. �

2.4. Bounded index and independence. We can identify GA,`(Z`) with a (compact) subgroup
of GA,`(Q`). We thus have a Galois representation

ρA,`∞ : GalK → GA,`(Z`) ⊆ GA,`(Q`).

As noted in §2.2, the group ρA,`∞(GalK) is open in GA,`(Q`). So ρA,`∞(GalK) is open, and hence
of finite index, in GA,`(Z`). The following theorem says that this index can in fact be bounded
independent of `.

Theorem 2.8. There is a constant C, depending only on A, such that [GA,`(Z`) : ρA,`∞(GalK)] ≤ C
for all primes `.
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Proof. This is proven assuming the Mumford-Tate conjecture for A in [HR16, §10] and uncondi-
tionally in [Zyw19, Theorem 1.2(b) and §6]. �

Proposition 2.9. There is a finite extension K ′/K such that the representations {ρA,`∞ |GalK′}`
are independent, i.e., we have(∏

`

ρA,`∞

)
(GalK′) =

∏
`

ρA,`∞(GalK′)

in
∏
`GA,`(Q`), where the products are over all primes `.

Proof. This was proved by Serre [Ser13]; see also [Ser00, 138]. �

2.5. Finiteness after base extension. Throughout this section, we assume that all the `-adic
monodromy groups GA,` are connected. The goal of this section is to prove the following finiteness
result which can often serve as a substitute to assuming the Mumford-Tate conjecture for A.

For a prime `, let Qun
` be the maximal unramified extension of Q` in some fixed algebraic closure

Q`. Denote by Zun
` the integral closure of Z` in Qun

` ; it is a DVR with uniformizer `. The residue

field of Zun
` is an algebraic closure F` of F`.

Proposition 2.10. There is a finite collection {Gi}i∈I of split reductive subgroups of GL2g,Z such
that the following hold:

(a) For `�A 1, there is an i ∈ I such that

(GA,`)Zun
`

= (Gi)Zun
`

with respect to an appropriate choice of basis of the free Zun
` -module T`(A)⊗Z` Zun

` .
(b) For each i ∈ I, there is a direct sum Z2g = ⊕sj=1Wj of representations of Gi so that if

F = Q or if F = F` with ` �A 1, then F 2g = ⊕sj=1(Wj ⊗Z F ) is the decomposition of the

tautological representations of (Gi)F into isotypical components.

Before starting the proof of the proposition, we need a better understanding of T`(A)⊗Z` Zun
` as

a representation of (GA,`)Zun
`

.

Lemma 2.11. For ` �A 1, there is a direct sum T`(A)⊗Z` Zun
` =

⊕m
j=1Mj of representations of

(GA,`)Zun
`

over Zun
` such that each Mj ⊗Zun

`
Q` is an irreducible representation of (GA,`)Q`.

Proof. To ease notation, we set G := (GA,`)Zun
`

. The abelian variety A is isogenous to a product∏s
i=1Ai of simple abelian varieties over K. A fixed isogeny A →

∏s
i=1Ai defines an isomor-

phism T`(A) ∼= ⊕si=1T`(Ai) of Z`[GalK ]-modules for all sufficiently large `. Moreover, this is an
isomorphism of representations of GA,` where GA,` acts on T`(Ai) through a dominant morphism
GA,` → GAi,`. So by taking ` �A 1, we may assume without loss of generality that A is simple.
Define the ring E := End(A). Since A is simple, the ring D := E ⊗Z Q is a division algebra.

Let R` be the Zun
` -submodule of EndZun

`
(T`(A)⊗Z` Zun

` ) generated by ρA,`∞(GalK); it is a Zun
` -

algebra. We claim that by taking ` �A 1, every finitely generated and torsion-free R`-module
is projective. Fix an embedding K ⊆ C. The ring E of endomorphisms acts faithfully on Λ :=
H1(A(C),Z) so we may view E as a subring of EndZ(Λ) ∼= M2g(Z). Let R be the centralizer of E in
EndZ(Λ). Using the comparison isomorphism T`(A) = Λ⊗ZZ`, we may view R⊗ZZ` as a subalgebra
of EndZ`(T`(A)). Since the actions of GalK and E on T`(A) commute, ρA,`∞(GalK) is a subset
of R ⊗Z Z`. After taking ` sufficiently large, R ⊗Z Z` will be the Z`-submodule of EndZ`(T`(A))
generated by ρA,`∞(GalK), see the last remark in [Fal86]. So in EndZun

`
(T`(A) ⊗Z` Zun

` ), we have

R` = R⊗ZZun
` . Since D = E⊗ZQ is a division algebra, R⊗ZQ is a simple algebra [Stacks, Theorem

074T]. Since R is a Z-order in R ⊗Z Q, we find that R` = R ⊗Z Zun
` is a maximal Zun

` -order in
7
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R ⊗Z Qun
` after taking ` sufficiently large, cf. [CR81, §23] for background on orders. The claim is

then a consequence of Theorem 26.12 of [CR81].
Let M be any Zun

` -submodule of T`(A)⊗Z` Zun
` that is a representation of G. Since Zun

` is a DVR,
M is a free Zun

` -module of finite rank. We will now show that M = ⊕mj=1Mj where the Mj are
representations of G over Zun

` for which the Mj⊗Zun
`
Qun
` are irreducible representations of GQun

`
. We

may assume that M is nonzero since the result is trivial otherwise. Since GQun
`

is reductive, there

is a direct sum M ⊗Zun
`

Qun
` = ⊕ti=1Vi of irreducible representations of GQun

`
. Define M1 := M ∩ V1;

it is a representation of G over Zun
` and M1 ⊗Zun

`
Qun
` = V1. Note that the Zun

` -module M/M1 is
torsion free. Consider the short exact sequence

0→M1 →M →M/M1 → 0

of representations of G. This can also be viewed as a short exact sequence of R`-modules with
M/M1 being finitely generated and torsion-free. The claim we proved above says that M/M1 is a
projective R`-module. So our short exact sequence splits and we obtain a direct sum M = M1⊕M ′
of R`-modules and hence also of representations of G = (GA,`)Zun

`
over Zun

` . Now proceeding by
induction on the rank over Zun

` , we deduce the existence of the desired direct sum M = ⊕mj=1Mj .

By considering the special case M = T`(A) ⊗Z` Zun
` , we obtain a direct sum T`(A) = ⊕mj=1Mj ,

where Mj is a representation of G over Zun
` such that Mj ⊗Zun

`
Qun
` is an irreducible representation

of GQun
`

.

For a fixed 1 ≤ j ≤ m, it remains to show that Mj ⊗Zun
`

Q` is an irreducible representation
of GQ` . The ring D = E ⊗Z Q is a division algebra whose center L is a number field. Define

the integers d = [L : Q] and n = [D : L]1/2. Choose a finite extension L1 of L that splits D, i.e.,
D⊗LL1

∼= Mn(L1). By choosing ` large enough, we may assume that ` is unramified in the number
field L1. Since ` is unramified in L, there are exactly d embeddings L ↪→ Qun

` . Therefore, we have
isomorphisms

D ⊗Q Qun
` = D ⊗L (L⊗Q Qun

` ) = D ⊗L (
∏
σ

Qun
` ) =

∏
σ

(D ⊗L,σ Qun
` ),

where the σ vary over the embeddings L ↪→ Qun
` . Since ` is unramified in L1, any embedding

σ : L ↪→ Qun
` extends to an embedding of L1. So we isomorphisms

D ⊗L,σ Qun
` = (D ⊗L L1)⊗L1,σ Qun

`
∼= Mn(L1)⊗L1,σ Qun

`
∼= Mn(Qun

` )

of Qun
` -algebras. Therefore, D ⊗Q Qun

`
∼= Mn(Qun

` )d.
From Proposition 2.4(ii), the commutant of ρA,`∞(GalK) in EndQ`(V`(A)) is isomorphic to E⊗Z

Q` = D ⊗Q Q`. Therefore, the commutant of GQun
`

in EndQun
`

(V`(A) ⊗Q` Qun
` ) is isomorphic to

D ⊗Q Qun
`
∼= Mn(Qun

` )d. Since GQun
`

is reductive, we can read from this that T`(A) ⊗Z` Qun
` =

V`(A) ⊗Q` Qun
` has d isotypical components with each irreducible representation occuring with

multiplicity n. The same holds true for the representation T`(A)⊗Z` Q` since D⊗QQ`
∼= Mn(Q`)

d.

So for any irreducible representation V ⊆ T`(A)⊗Z` Qun
` of GQun

`
, V ⊗Qun

`
Q` is also an irreducible

representation of (GA,`)Q` . The lemma is now immediate. �

Proof of Proposition 2.10. By taking ` �A 1, we may assume by Proposition 2.5(ii) that the Z`-
group scheme GA,` ⊆ GLT`(A) is reductive. By Lemma 2.11 and taking ` �A 1, we may assume
that there is a direct sum

T`(A)⊗Z` Z
un
` = ⊕mj=1Mj

of representations of (GA,`)Zun
`

over Zun
` so that each representation Mj is geometrically irreducible.

We claim that the reductive group (GA,`)Qun
`

is split for all ` �A 1. There is a torus T defined

over Q such that TQ` is isomorphic to a maximal torus of GA,` for all `, cf. [Chi92, §3b]. The
torus TQun

`
is split for all large enough ` (for example, it holds for all ` that are unramified in some
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number field over which T splits). This proves the claim and we may now assume that (GA,`)Qun
`

is split.
Let C` and S` be the central torus and the derived subgroup, respectively, of the reductive Z`-

group scheme GA,`. The groups (C`)Zun
`

and (S`)Zun
`

are both split since (GA,`)Zun
`

is split. There is
a split semisimple group scheme S over Z for which there is an isomorphism

f` : SZun
`

∼−→ (S`)Zun
`
,

cf. [SGA3 III, Exposé XXV, Théorème 1.1 for the existence of S and Exposé XXIII, Corollaire 5.1
for the isomorphism]. We can construct S directly from the root datum of (S`)Zun

`
. There are only

finitely many possibilities for this root datum, up to isomorphism, since our semisimple groups have
dimension bounded independent of `. So we may assume that only finitely many Z-group schemes
S arise as we vary `.

Let C be the central torus of the Mumford–Tate group GA ⊆ GLVA , where VA = H1(A(C),Q).
Fix a minimal field extension L of Q for which the torus CL is split and let X(CL) be the group
of characters CL → Gm,L. Let C be the split torus over Z isomorphic to CL over L for which we
can identify its character group X(C) with X(CL). Let Ω ⊆ X(CL) = X(C) be the (finite) set of
weights of the action of the torus CL on VA ⊗Q L.

We have an inclusion of groups GA,` ⊆ (GA)Q` by Proposition 2.7(i). By [UY13, Corollary
2.11], their central tori agree, i.e., (C`)Q` = CQ` . By taking ` �A 1, we may assume that ` is
unramified in L and hence there is an embedding σ : L ↪→ Qun

` . Using the embedding σ, we obtain
an isomorphism between (C`)Qun

`
= CQun

`
= (CL)Qun

`
and (CL)Qun

`
= CQun

`
. Since the tori C` and C

are split over Zun
` , this gives rise to an isomorphism

f ′` : CZun
`

∼−→ (C`)Zun
`
.

Using our isomorphisms f` and f ′`, we may view T`(A)⊗Z`Zun
` and each Mj as Zun

` -representations
of SZun

`
and CZun

`
. Note that these actions of SZun

`
and CZun

`
commute with each other.

Now take any 1 ≤ j ≤ m. Since Mj ⊗Zun
`

Q` is an irreducible representation of (GA,`)Q` , it must

also be an irreducible representation of (S`)Q` with (C`)Q` acting via a single character αj ∈ X(C).
The character αj lies in Ω since with respect to the comparison isomorphism T`(A)⊗Z`Q` = VA⊗QQ`

it corresponds to a weight of CQ`
.

Let µj be the dominant weight of S that arises as the highest weight of the irreducible represen-
tation Mj ⊗Zun

`
Q` of SQ` (this lies in the character group of a fixed split maximal torus of S and

is with respect to a choice of a positive system of roots). The minuscule weight conjecture, proved
by Pink [Pin98, Corollary 5.11], says that all the weights of T`(A) ⊗Z` Q` as a representation of
(S`)Q` are minuscule. Since a semisimple group has only finitely many minuscule weights, we find

that for our given S, there are only finitely many possibilities for µj .
Following Jantzen [Jan03, II.8.3], there is a Z-representation V (µj) of S such that for any field F

of characteristic 0, V (µj)⊗Z F is the unique irreducible representation of SF , up to isomorphism,
with highest weight µj . In particular, Mj⊗Zun

`
Qun
` and V (µj)⊗ZQun

` are isomorphic representations
of SQun

`
.

Since µj is a minuscule weight, all the weights of the action of SF` on V (µj)⊗Z F` lie in a single

orbit for the Weyl group, and therefore V (µj) ⊗Z F` is an irreducible representation of SF` , see

also [GGN17] (and in particular [GGN17, p. 73, Generalization of Theorem 1.1 to split reductive
groups]).

We now claim that Mj and V (µj)⊗Z Zun
` are isomorphic Zun

` -representations of SZun
`

. We know

there is an isomorphism Mj ⊗Zun
`

Qun
` = V (µj) ⊗Z Qun

` of SQun
`

representations that we will view

as an identification; this allows us to compare Mj and V := V (µj) ⊗Z Zun
` which are Zun

` -modules
9



of the same rank. Since Zun
` is a DVR with uniformizer `, we can scale our isomorphism by an

appropriate power of ` so that Mj ⊆ V and Mj 6⊆ `V. To prove that V = Mj , it suffices to show that

the quotient map ϕ : Mj → V/`V is surjective. Define W := ϕ(Mj). Since F` is the residue field of

Zun
` , V/`V is an F`-vector space. Moreover, V/`V is a representation of SF` that is isomorphic to

V ⊗Zun
`

F`. By our previous claim, V/`V is an irreducible representation of SF` . Since W ⊆ V/`V
is also a representation of SF` , we have W = 0 or W = V/`V. We have W 6= 0 since Mj 6⊆ `V and
thus ϕ is surjective.

Define Nj := V (µj); it is a free Z-module of finite rank that has an action of S. We let C act on
Nj via the character αj . Now define the Z-module N := ⊕mj=1Nj ; it is a representation over Z of

S and C. We have shown above that there is an isomorphism Nj ⊗Z Zun
` = V (µj)⊗Z Zun

`
∼−→Mj of

Zun
` -modules that respects the action of SZun

`
; it also respects the CZun

`
-action since the torus acts

on both by the character αj . Combining these together, we obtain an isomorphism

ψ` : N ⊗Z Zun
`
∼−→ ⊕mj=1Mj = T`(A)⊗Z` Z

un
`

of Zun
` -modules that respects the actions of SZun

`
and CZun

`
. Using that GA,` acts faithfully on T`(A),

we find that S and C act faithfully on N and hence we may view them as subgroups of GLN . Since
S and C commute, the subgroup of GLN generated by S and C is a reductive Z-group scheme G.
Taking f` and f ′` into account, the isomorphism

GLN⊗ZZun
`

∼−→ GLT`(A)⊗Z`Z
un
`

of Zun
` -groups coming from ψ` gives isomorphisms SZun

`

∼−→ (S`)Zun
`

and CZun
`

∼−→ (C`)Zun
`

, and hence

also an isomorphism GZun
`

∼−→ (GA,`)Zun
`

. After choosing a basis of N over Z, we can view G as a

subgroup of GL2g,Z. To complete our proof of (a), we need to explain why only finitely many such
groups G need arise as we vary `. In our construction, C is independent of ` and only finitely many
S, up to isomorphism, will occur. There are only finitely many representations Nj of S and G that
will occur since only finitely many dominant weights µj show up and there are only finitely many
αj ∈ Ω. This implies that only a finite number of representations N of S and C will occur since
the rank of N must be 2g. Thus our construction gives rise to only finitely many possible groups
G ⊆ GLN for `�A 1.

We now prove (b). We keep notation as in the above construction of G ⊆ GLN . Each represen-
tation Nj of G was constructed using the dominant weight µj of S and the character αj of C. Let F
be the field Q or F`. From the irreducible representation Nj ⊗Z F of GF , we can recover µj and αj
since we know the central torus acts via a character and the action of the derived subgroup is given
by its highest weight (for F = F`, the irreducibility was shown above for ` �A 1 when we proved
that V (µj)⊗Z F` is an irreducible representation of SF`). Therefore, the isomorphism class of the

representation Nj ⊗Z F of GF is determined by (µj , αj). So let I be the set of pairs (µj , αj) corre-
sponding to the (S × C)-modules Nj , with 1 ≤ j ≤ m. For each (µ, α) ∈ I, let W(µ,α) be the direct
sum of the Nj with 1 ≤ j ≤ m for which (µj , αj) = (µ, α). Therefore, N = ⊕(µ,α)∈IW(µ,α) and
N⊗ZF = ⊕(µ,α)∈I(W(µ,α)⊗ZF ) is the decomposition into isotypical components as a representation
of GF . �

2.6. Points modulo `. Throughout this section, we will assume that all the `-adic monodromy
groups GA,` are connected. Choosing a Z`-basis for T`(A), we can identify GA,` with an algebraic
subgroup of GL2g,Z` and hence identify the special fiber G := (GA,`)F` with an algebraic subgroup

of GL2g,F` . For each subspace W ⊆ F2g
` , let GW be the algebraic subgroup of G as defined in §1.1.

The goal of this section is to give bounds on the cardinality of GW (F`) that do not depend on W .
10



For W ⊆ F2g
` , let mW be the number of irreducible components of (GW )F` . Since (GW )F` is an

algebraic group, all its irreducible components are disjoint and have the same dimension. Our next
lemma bounds mW uniformly in ` and W ; see also [Lom17, Lemma 6] for a closely related result.

Lemma 2.12. We have mW �A 1 for all primes ` and subspaces W ⊆ F2g
` .

Proof. Fix a prime ` and a subspace W ⊆ F2g
` . In our proof, we can always take ` to be sufficiently

large since this only excludes a finite number of groups GW from consideration.
Set n := 4g2 + 1. We can view GL2g,F` as a closed subvariety of AnF` by identifying a matrix with

its (2g)2 entries and its determinant. Let ι be the embedding given by the inclusions

GL2g,F` ⊂ AnF` ⊂ PnF` .
By definition, GW = G∩(GL2g,F`)W with (GL2g,F`)W determined by homogenenous linear equations
in the entries of the matrices in GL2g,F` . So there is a linear subspace L of PnF` such that ι(G)∩L =

ι(GW ). We can choose a linear subspace L′ in PnF` of codimension dimGW that intersects every

irreducible component of ι(GW )F` and ι(GW )F` ∩ L
′ is finite. Let X be the Zariski closure of ι(G)

in PnF` . We find that XF` ∩ LF` ∩ L
′ is zero dimensional and that the number of its F`-points gives

an upper bound for mW . By a suitable version of Bézout’s theorem (for example, [Ful98, Example
8.4.6]), we deduce that

mW ≤ deg(XF`) · deg(LF`) · deg(L′).

Therefore, mW ≤ deg(XF`) since linear spaces have degree 1. See [Ful98, §8.4] for background on
Bézout’s theorem and the degree of a closed subvariety of projective space.

Proposition 2.10 implies that there is a finite collection {Gi}i∈I of reductive subgroups of GL2g,Z
such that for all sufficiently large `, GF` and (Gi)F` are conjugate in GL2g,F` for some i ∈ I. Using

that I is finite, this implies that the subvariety XF` of PnF` can be defined by a finite set S of

homogenous polynomials with |S| and the degree of the f ∈ S bounded in terms of a constant
depending only on A. By Bézout’s theorem (for example, [Ful98, Example 8.4.6]), we deduce that
deg(XF`)�A 1. Therefore, mW �A 1. �

Proposition 2.13. Define G := (GA,`)F`. We have |GW (F`)| �A `dimGW for all subspaces W ⊆
F2g
` .

Proof. We have inequalities |G◦W (F`)| ≤ |GW (F`)| ≤ mW ·|G◦W (F`)|. SincemW �A 1 by Lemma 2.12,

it suffices to show that |G◦W (F`)| �A `dimGW . So the proposition is a consequence of [Nor87, Lemma

3.5] which shows that (`− 1)dimGW ≤ |G◦W (F`)| ≤ (`+ 1)dimGW . �

3. Codimension bounds

3.1. Lie algebras. Let V be a nonzero finite-dimensional vector space over a field F . Let gl(V )
be the Lie algebra consisting of the F -linear endomorphisms of V with the commutator serving as
the Lie bracket.

Definition 3.1. Fix a Lie subalgebra g of gl(V ). For each subspace W of V , let gW be the subspace
of g consisting of B ∈ g such that Bw = 0 for all w ∈ W . Observe that gW is a Lie subalgebra of
g. For each nonzero subspace W of V , we define the nonnegative rational number

α(g,W ) :=
dim g− dim gW

dimW
.

There are only finitely many possibilities for the numerator and denominator of α(g,W ), so we can
define

α(g) := min
W 6=0

α(g,W ),

11



where the minimum is over all nonzero subspaces W of V . Note that the notation α(g) suppresses
the dependence on the ambient algebra gl(V ). We define α(g, 0) = 0.

The values of α(g,W ) satisfy the main axiom of “slope theory”, which is given in the following
lemma.

Lemma 3.2. For any nonzero subspaces W and W ′ of V ,

α(g,W +W ′) dim(W +W ′) + α(g,W ∩W ′) dim(W ∩W ′) ≤ α(g,W ) dimW + α(g,W ′) dimW ′.

Proof. The linear map gW → gW∩W ′/gW ′ has kernel gW ∩ gW ′ = gW+W ′ , so

dim(gW /gW+W ′) ≤ dim(gW∩W ′/gW ′).

Equivalently,

α(g,W +W ′) dim(W +W ′)− α(g,W ) dimW ≤ α(g,W ′) · dimW ′ − α(g,W ∩W ′) dim(W ∩W ′),
which gives the desired inequality. �

Lemma 3.3.

(i) There exists a unique maximal subspace U of V satisfying α(g, U) = α(g).
(ii) If α(g,W ) = α(g) and α(g,W ′) = α(g) for nonzero subspaces W and W ′ of V , then

α(g,W +W ′) = α(g).

Proof. We first prove (ii). By Lemma 3.2 and our assumptions, we have

α(g,W +W ′) dim(W +W ′) + α(g,W ∩W ′) dim(W ∩W ′) ≤ α(g)(dimW + dimW ′).

Since α(g) ≤ α(g,W ∩W ′) when W ∩W ′ 6= 0, we have

α(g,W +W ′) dim(W +W ′) ≤ α(g)(dimW + dimW ′ − dimW ∩W ′) = α(g) dim(W +W ′)

and hence α(g,W +W ′) ≤ α(g). Note that the same inequality also holds if W ∩W ′ = 0, since in
this case the term corresponding to W ∩W ′ in Lemma 3.2 vanishes. By the minimality of α(g),
this implies that α(g,W +W ′) = α(g). This completes the proof of (ii).

We have α(g,W ) = α(g) for some nonzero subspace W of V by the definition of α(g). By
taking U to be the subspace generated by all subspaces W of V with α(g,W ) = α(g), we have
α(g, U) = α(g) by part (ii). Part (i) is now clear. �

Fix a finite Galois extension L of F . Then g⊗F L is a Lie subalgebra of gl(V ⊗F L) and we can
define α(g⊗F L) as before. By Lemma 3.3(i), there are unique subspaces U ⊆ V and U ′ ⊆ V ⊗F L
that are maximal amongst those subspaces that satisfy α(g, U) = α(g) and α(g⊗F L,U ′) = α(g⊗F
L), respectively.

Lemma 3.4. With notation as above, the inclusion U ⊆ V induces an isomorphism U⊗F L
∼−→ U ′.

In particular, we have α(g⊗F L) = α(g).

Proof. We have α(g) = α(g, U) = α(g⊗F L,U ⊗F L) and hence α(g⊗F L) ≤ α(g).
Take any σ ∈ Gal(L/F ). We have σ((g ⊗F L)U ′) = (g ⊗F L)σ(U ′). Therefore, (g ⊗F L)U ′ and

(g ⊗F L)σ(U ′) have the same dimension over F and hence also L. Therefore, α(g ⊗F L, σ(U ′)) =
α(g ⊗F L,U ′) = α(g ⊗F L). By the maximality of U ′, we have σ(U ′) = U ′ for all σ ∈ Gal(L/K).
By Galois descent for vectors spaces, there is a subspace U0 of V such that the inclusion U0 ⊆ V
induces an isomorphism U0 ⊗F L

∼−→ U ′. Therefore, α(g, U0) = α(g ⊗F L,U ′) = α(g ⊗F L). Since
α(g⊗F L) ≤ α(g), this proves that α(g, U0) = α(g) and hence U0 ⊆ U by the maximality of U . In
particular, α(g) = α(g⊗F L).

We have U0 ⊗F L = U ⊗F L since otherwise U ⊗F L would be a subspace of V ⊗F L strictly
larger than U ′ satisfying α(g ⊗F L,U ⊗F L) = α(g ⊗F L) which would contradict the maximality
of U ′. Therefore, U0 = U and the lemma follows. �
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3.2. Reductive groups. Let V be a nonzero finite dimensional vector space over a perfect field
F . Consider a reductive group G ⊆ GLV . Assume that there exists a decomposition

V =
n⊕
i=1

Vi

of the representation V of G into isotypic components, i.e., Vi 6= 0 is a G-invariant subspace of V
that is isomorphic to Mni

i for an irreducible representation Mi of G and the representations Mi are
pairwise nonisomorphic. Such a decomposition will always exist when F has characteristic 0.

For each subspace W of V , let GW be the algebraic subgroup of G that fixes W pointwise. Define

α(G) := min
W 6=0

dimG− dimGW
dimW

,

where the minimum is over all nonzero subspaces W ⊆ V . We obviously have γG = 1/α(G) (the
former defined in §1.1).

Let g ⊆ gl(V ) be the Lie algebra of G. For each subspace W ⊆ V , the Lie algebra of GW agrees
with the Lie algebra gW (see Definition 3.1); for a proof of the analogous statement in the case of
stabilizers, see [Mil80, Proposition 10.31].

The following shows that under certain conditions, α(G) agrees with α(g) and can be computed
using only a finite number of special subspaces W . For each subset I ⊆ {1, . . . , n}, define VI :=
⊕i∈IVi.

Proposition 3.5. Assume that the algebraic group GVI is smooth for all nonempty subsets I ⊆
{1, . . . , n}; this always holds when F has characteristic 0.

(i) We have α(G) = α(g).
(ii) We have

α(G) = min
∅6=I⊆{1,...,n}

dimG− dimGVI
dimVI

.

(iii) We have α(GL) = α(G) for all field extensions L/F , where we are using the embedding
GL ⊆ GLV⊗FL.

Proof. First note that the groups GVI are always smooth when F has characteristic 0 since every
affine algebraic group over F is smooth by Cartier’s theorem [Mil17, Theorem 3.23].

For any subspace W ⊆ V , we have dimGW ≤ dim gW since the tangent space of a variety at
a point has dimension at least the dimension of the variety. We have dimG = dim g since G is
reductive and hence smooth. From the definitions of α(G) and α(g), we deduce that α(g) ≤ α(G).
We need to prove the other inequality.

Let U be the maximal subspace of V such that α(g, U) = α(g), see Lemma 3.3(i). We claim
that U is a representation of G. Since F is perfect, to prove the claim it suffices to show that
U ⊗F L is stable under the action of G(L) on V ⊗F L for all finite Galois extensions L/F . Using
that g ⊗F L is the Lie algebra of GL ⊆ GLV⊗FL and Lemma 3.4, we need only consider the case
L = F , i.e., we need only show that U is stable under the action of G(F ). Take any h ∈ G(F ).
Using that hgh−1 = g, we find that gh(U) = hgUh

−1 and hence α(g, h(U)) = α(g, U) = α(g). By
the maximality of U , we have h(U) = U and the claim follows.

Let I be the subset of i ∈ {1, . . . , n} for which U ∩ Vi 6= 0. The set I is nonempty and we have
U =

⊕
i∈I U ∩ Vi. Note that U ∩ Vi is a sum of copies of the irreducible representation of which Vi

is a multiple. We have

gU =
⋂
i∈I

gU∩Vi =
⋂
i∈I

gVi = gVI
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and hence α(g, VI) = (dimU)/(dimVI)α(g, U) ≤ α(g). Therefore, α(g, VI) = α(g) and VI = U by
the maximality of U . Since GVI is smooth by assumption, we have dimGVI = dim gVI and hence

α(g) = α(g, VI) =
dimG− dimGVI

dimVI
.(3.1)

Therefore, α(g) ≥ α(G). We have already proved the other inequality so α(g) = α(G). We have
thus proved (i), and (ii) then follows from (3.1).

It remains to prove (iii). Take any field extension L/F . For each 1 ≤ i ≤ n, define the L-vector
space V ′i := Vi ⊗F L. Then

⊕n
i=1 V

′
i is the decomposition of the representation V ⊗F L of GL into

isotypic components. Take any nonempty subset I ⊆ {1, . . . , n}. Define V ′I := ⊕i∈IV ′i . We have

(GL)V ′I = (GVI )L.

The group (GL)V ′I is smooth since GVI is smooth by assumption. In particular, the assumptions of

the proposition hold for GL ⊆ GLV⊗FL. We have dim(GL)V ′I = dimGVI , so

dimGL − dim(GL)V ′I
dimV ′I

=
dimG− dimGVI

dimVI
.

Since I was an arbitrary nonempty subset of {1, . . . , n}, we deduce that α(GL) = α(G) by (ii). �

Remark 3.6. We now give an example where we do not have an equality α(g) = α(G) over a field
of positive characteristic p. Let G be the algebraic subgroup of GL2,Fp given by matrices of the

form {( xp 0
0 x )}. This group G is isomorphic to Gm,Fp and in particular is smooth. The Lie algebra

of G is g = {( 0 0
0 ∗ )} ⊆ gl(F2

p). However, for the subspace W := Fp · ( 1
0 ) the stabilizer GW = µp is of

dimension 0, whereas gW = g is of dimension 1. So in this case we have α(G) = 1 while α(g) = 0.

3.3. The values γA and γA,`. Fix a nonzero abelian variety A over a number field K and choose

an embedding K ⊆ C. Choose a finite extension K ′ of K in K so that the abelian variety AK′ is
isogenous to a product

∏n
i=1A

mi
i , where the Ai are abelian varieties over K ′ that are simple and

pairwise nonisogenous over C. For each subset I ⊆ {1, . . . , n}, define AI :=
∏
i∈I A

mi
i .

Define V = H1(A(C),Q) and Vi = H1(Amii (C),Q). An isogeny between AK′ and
∏n
i=1A

mi
i

induces an isomorphism

V =

n⊕
i=1

Vi.(3.2)

By Lemma 2.2, the direct sum (3.2) is the decomposition of the representation V of GA into isotypic
components. So Proposition 3.5(ii), applied to GA ⊆ GLV , implies that

α(GA) = min
∅6=I⊆{1,....n}

dimGA − dim(GA)VI
dimVI

,

where VI :=
⊕

i∈I Vi. By (2.2), we have dimGA − dim(GA)VI = dimGAI . The vector space VI is
isomorphic to H1(AI(C),Q) and hence has dimension 2 dimAI . Therefore,

α(GA) = min
∅6=I⊆{1,...,n}

dimGAI
2 dimAI

=
1

γA
.(3.3)

In particular, we have γGA = γA.

Proposition 3.7. Take any field extension F/Q and set G := (GA)F . For any subspace W of the
F -vector space V ⊗Q F = H1(A(C), F ), we have

γA · (dimG− dimGW ) ≥ dimW.(3.4)

Moreover, γA is the smallest number for which this holds.
14



Proof. This is just a reformulation of α((GA)F ) = γ−1
A which follows from (3.3) and Proposi-

tion 3.5(ii). �

Remark 3.8. We proved Proposition 3.7 without computing the integers dimGW . In the work of
Hindry and Ratazzi, for example see [HR12,HR16], they explicitly compute dimGW to give a direct
proof of Proposition 3.7 in various special cases.

Now take any prime `. The `-adic monodromy groupG◦A,` ⊆ GLV`(A) is reductive, so we can define

α(G◦A,`). We claim that α(G◦A,`) is nonzero. If α(G◦A,`) = 0, then there would be a finite extension

K ′/K such that V`(A) has a nonzero subspace fixed pointwise by the action of GalK′ . However,
this is impossible since it would imply that A(K ′)[`∞] is infinite, contradicting the Mordell–Weil
theorem. Therefore, α(G◦A,`) is nonzero as claimed. We can now define

(3.5) γA,` := 1/α(G◦A,`).

Note that, by definition, for every prime ` we have γG◦A,` = γA,`

Lemma 3.9. Take any prime `.

(i) We have inequalities

γA ≤ max
∅6=I⊆{1,...,n}

2 dimAI
dimG◦AI ,`

≤ γA,`.

(ii) If the Mumford–Tate conjecture for A holds, then γA = γA,`.

Proof. Recall that there is a finite extension K ′/K in K for which there is an isogeny AK′ →∏n
i=1A

mi
i , where the Ai are abelian varieties over K ′ that are simple and pairwise nonisogenous

over C. We can assume that K ′ is chosen large enough so that GAK′ ,` is connected.
The isogeny induces an isomorphism

V`(A) =
n⊕
i=1

V`(A
mi
i )

of Q`[GalK′ ]-modules. In particular, V`(A) is a representation of G◦A,` and the subspaces V`(A
mi
i )

are invariant under the action of G◦A,`. Take any distinct 1 ≤ i, j ≤ n. We have

HomQ`[GalK′ ]
(V`(A

mi
i ), V`(A

mj
j )) ∼= Hom(Amii , A

mj
j )⊗Z Q`(3.6)

by Proposition 2.4(iii). Since Ai and Aj are simple and nonisogenous, we deduce that (3.6) is

0 and hence V`(A
mi
i ) and V`(A

mj
j ) contain no isomorphic irreducible representations of G◦A,`. By

Proposition 3.5(ii), we have

α(G◦A,`) ≤ min
∅6=I⊆{1,...,n}

dimG◦A,` − dim(G◦A,`)VI
dimVI

,

where VI :=
⊕

i∈I V`(A
mi
i ). Note that we only have an inequality here since V`(A

mi
i ) need not be

isotypic for G◦A,` (though it is a direct sum of isotypic components). Since (GA,`)VI is the kernel of
the projection homomorphism G◦A,` → GAI ,` and VI has dimension 2 dimAI , we have

α(G◦A,`) ≤ min
∅6=I⊆{1,...,n}

dimG◦AI ,`
2 dimAI

,

This proves that γA,` ≥ max∅6=I⊆{1,...,n} 2 dimAI/(dimG◦AI ,`). By Proposition 2.7(i), we deduce
that

γA,` ≥ max
∅6=I⊆{1,...,n}

2 dimAI
dimGAI

= γA.
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This completes the proof of (i). We now prove (ii). Assuming the Mumford–Tate conjecture
for A, we have γ−1

A,` = α(G◦A,`) = α((GA)Q`). Therefore, γ−1
A,` = α((GA)Q`) = α(GA) = γ−1

A by

Proposition 3.5(ii). �

Proposition 3.10. Assume that all the `-adic monodromy groups GA,` are connected. For `�A 1
we have α(GA,`) = α((GA,`)F`) = α(gA,`) where gA,` is the Lie algebra of (GA,`)F`.

Proof. With notation as in Proposition 2.10, we fix an i ∈ I and set G := Gi. Let Z2g = ⊕sj=1Wj be

the direct sum of representations of G as in Proposition 2.10(b). Since Wj ⊗Z Q, with 1 ≤ j ≤ s,
are the isotypical components of the action of GQ on Q2g, Proposition 3.5(ii) implies that

α(GQ) = min
∅6=J⊆{1,...,s}

dimGQ − dim(GQ)VJ
dimVJ

,

where VJ := ⊕j∈J(Wj ⊗Z Q).
For each subset J ⊆ {1, . . . , s}, define the Z-submodule VJ = ⊕j∈JWj of Z2g. Recall that

FixG(VJ) is a subgroup scheme of G, and hence its generic fibre (which is an algebraic group over
a field of characteristic zero) is automatically smooth. So there is a positive constant c, such that
the Z`-group scheme (FixG(VJ))Z` is smooth for all primes ` ≥ c and all J ⊆ {1, . . . , s}.

Take any prime ` ≥ c and any nonempy set J ⊆ {1, . . . , s}. Since (FixG(VJ))Z` is smooth,
its generic fiber (GQ)VJ⊗ZQ = (GQ)VJ and special fiber (GF`)VJ⊗ZF` are both smooth of the same
dimension. Since GZ` is smooth as well, we have

dimGQ − dim(GQ)VJ
dimVJ

=
dimGF` − dim(GF`)VJ⊗ZF`

dim(VJ ⊗Z F`)
and hence

α(GQ) = min
∅6=J⊆{1,...,s}

dimGF` − dim(GF`)VJ⊗ZF`
dim(VJ ⊗Z F`)

.(3.7)

After increasing our constant c appropriately first, Proposition 2.10(b) tells us that the F`-vector
spaces Wj ⊗Z F`, with 1 ≤ j ≤ s, are the isotypical components of GF` ⊆ GL2g,F` . Since VJ ⊗Z F` =
⊕j∈JWj ⊗Z F`, we deduce from (3.7) and Proposition 3.5(ii) that α(GQ) = α(GF`); this uses that
the groups (GF`)VJ⊗ZF` are smooth. By Proposition 3.5(iii), we have α(GQ`) = α(GF`).

Therefore, for primes `�A 1 and i ∈ I, we have α((Gi)Q`) = α((Gi)F`); to get that the bound on

` depends only on A, we use that I is finite and that the chosen groups Gi and the corresponding
representations Wj depend only on A. By taking `�A 1, Proposition 2.10(a) implies that there is
an i ∈ I such that α((GA,`)Q`) = α((Gi)Q`) and α((GA,`)F`) = α((Gi)F`). Therefore, α((GA,`)Q`) =

α((GA,`)Q`) is equal to α((GA,`)F`) for ` �A 1. By Proposition 3.5(iii) we have α((GA,`)Q`) =

α(GA,`) and α((GA,`)F`) = α((GA,`)F`), hence we obtain α(GA,`) = α((GA,`)F`).
Note that for ` �A 1, the group (GA,`)F` satisfies the assumption of Proposition 3.5; it suffices

to show this after base extending to F` and we already proved it holds for the groups (Gi)F` with

i ∈ I. We thus have α((GA,`)F`) = α(gA,`) for `�A 1 by Proposition 3.5(i). �

4. Prime power version: large primes

Fix a nonzero abelian variety A of dimension g defined over a number field K. Take any prime
`. In §3.3, we defined a positive rational number γA,`; it is the smallest number for which

γA,` · (dimG◦A,` − dim(G◦A,`)W ) ≥ dimW

holds for all nonzero subspaces W ⊆ V`(A). In this section, we prove the following bound for the
`-power torsion of A(L) for a finite extension L/K.
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Theorem 4.1. For primes `�A 1, we have

|A(L)[`∞]| �A [L : K]γA,`

for all finite extensions L/K.

The above theorem actually holds for all primes ` and we will give a different argument for the
finitely many excluded primes in §5. The proofs (both for a single ` and the uniform argument)
are ineffective, and it would be an interesting problem to obtain explicit estimates in terms of the
Faltings height of A and the degree of the field extensions.

4.1. Lie algebras and filtrations. For a fixed prime `, set G := GA,`. We shall assume that GA,`
is connected and that G is a reductive group scheme over Z`.

By choosing a Z`-basis of T`(A), we may assume that G ⊆ GL2g,Z` . Take any commutative
Z`-algebra R. Define the ring R[ε] := R[x]/(x2), where ε is the image of x and hence satisfies
ε2 = 0. The R-algebra homomorphism R[ε]→ R mapping ε to 0 induces a homomorphism

G(R[ε])→ G(R).(4.1)

Let L(R) be the set of B ∈ M2g(R) for which I + εB lies in the kernel of (4.1). Observe that
L(R) is a Lie algebra over R; it is an R-submodule of M2g(R) that is closed under the pairing
[B1, B2] = B1B2 −B2B1.

The Lie algebra of GA,` is L(Q`); its dimension as a Q`-vector space is dimGA,`. Since G is the
Zariski closure of GA,` in GL2g,Z` , we find that L(Z`) = L(Q`) ∩M2g(Z`); it is a free Z`-module of
rank dimGA,`.

Let g` be the image of the reduction modulo ` homomorphism L(Z`)→ L(F`); it is a Lie algebra
over F` of dimension dimGA,` (this uses that G is smooth over Z`).

Lemma 4.2. The Lie algebra of GF` is g`.

Proof. Since G is smooth over Z`, the Lie algebra of GF` is L(F`) and has dimension equal to
dimGF` = dimGQ` = dimGA,`. We thus have L(F`) = g` since we have an inclusion g` ⊆ L(F`) of
F`-vector spaces of the same dimension. �

Now consider a closed subgroup H of G(Z`). For each integer i ≥ 1, let H(`i) and Hi be the
image and kernel, respectively, of the reduction modulo `i homomorphism H → G(Z/`iZ). The
map

ϕi : Hi →M2g(F`), I + `iB 7→ B mod `

is a group homomorphism with kernel Hi+1 whose image we will denote by hi.
The group hi is an F`-subspace of M2g(F`) and we have

|H(`i)| = [H : Hi] = [H : H1] ·
∏

1≤j<i
[Hj : Hj+1] = |H(`)|

∏
1≤j<i

|hj | = |H(`)| · `
∑i−1
j=1 dim hj(4.2)

Lemma 4.3. Let H be a closed subgroup of G(Z`). Take any i ≥ 1 with i ≥ 2 if ` = 2.

(i) We have hi ⊆ g`.
(ii) If H = G(Z`), then hi = g`.

Proof. Part (i) follows from (ii), so we may assume that H = G(Z`). Fix an i ≥ 1 and take any
B ∈ L(Z`). We have a homomorphism G(Z`[ε])→ G(Z/`i+1Z) arising from the ring homomorphism
Z`[ε]→ Z/`i+1Z that reduces modulo `i+1 and sends ε to `i. In particular, I+ `iB modulo `i+1 lies
in G(Z/`i+1Z). The reduction map G(Z`) → G(Z/`i+1Z) is surjective since G is smooth. So there
is an element I + `iB′ ∈ G(Z`) such that B ≡ B′ (mod `). Therefore, B modulo ` lies in hi. Since
B was an arbitrary element of L(Z`), we deduce that g` ⊆ hi for all i ≥ 1.
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Now suppose that g` ( hj for some j ≥ 1 with j ≥ 2 if ` = 2. There is an element I + `iB ∈ Hj

such that B modulo ` does not lie in g`. Raising I + `jB to the `-th power gives

(I + `jB)` = I + `j+1B +
∑̀
k=2

(
`

k

)
`jkBk.

Observe that
(
`
k

)
`jk ≡ 0 (mod `j+2) for all 2 ≤ k ≤ `; this uses that

(
`
k

)
≡ 0 (mod `) when

2 ≤ k < ` (we have also used j ≥ 2 when ` = 2). Since (I + `jB)` ∈ Hj+1, this proves that
B modulo ` lies in hj+1 and hence g` ( hj+1. Therefore, g` ( hi for all sufficiently large i. By

(4.2), this implies that |H(`i)| �A,` `
i(dim g`+1) = `i(dimGA,`+1) for all i ≥ 1. However, we have

|H(`i)| �A,` `
idimGA,` , see Théorème 8 of [Ser81]. These inequalities contradict for i large enough,

so we conclude that g` = hj for j ≥ 1 with (j, `) 6= (1, 2). �

Lemma 4.4. We have |ρA,`i(GalK)| �A `idim g` = `idimGA,`.

Proof. Define the group H = G(Z`). By Lemma 4.3(ii) and (4.2), we have |H(`i)| �A |H(`)| ·
`(i−1) dim g` . Since G is a smooth group scheme, we have H(`) = G(F`) by Hensel’s lemma. By

Proposition 2.13 (with W = 0), we have |H(`)| = |G(F`)| �A `dimGF` . We have equalities dim g` =
dimGF` = dimGQ` = dimGA,`, where we have used the smoothness of G along with Lemma 4.2.

Combining everything together, we find that |H(`i)| �A `i dim g` = `i dimGA,` .
The image of ρA,`∞(GalK) modulo `i is the group ρA,`i(GalK). Therefore,

[H(`i) : ρA,`i(GalK)] ≤ [H : ρA,`∞(GalK)]�A 1,

where the last inequality uses Theorem 2.8. So |ρA,`i(GalK)| �A |H(`i)| and the lemma follows

from the estimates of |H(`i)| we have computed above. �

4.2. Proof of Theorem 4.1. There is no harm in replacing K by a finite extension and A with its
base extension by this field. Indeed, suppose that K ′/K is a finite extension. For a finite extension
L/K, set L′ = L ·K ′. We have |A(L)tors| ≤ |A(L′)tors| and

[L′ : K ′]γA,` ≤ [K ′ : K]γA,` [L : K]γA,` ≤ [K ′ : K]2 dimA[L : K]γA,` �A,K′ [L : K]γA,` .

Also γA,` = γAK′ ,`. So Theorem 4.1 for AK′/K
′ implies the theorem for A/K. So after first

replacing K by a finite extension, we may assume by Proposition 2.3 that the algebraic groups GA,`
are connected for the rest of the section. By taking ` �A 1, we may assume by Proposition 2.5
that the Z`-group scheme GA,` ⊆ GLT`(A) is reductive and that ` is odd.

We now make some identifications that will hold for the rest of the proof. By choosing a basis for
T`(A) as a Z`-module, we will identify GA,` with an algebraic subgroup of GL2g,Z` . In particular,
we have (GA,`)F` ⊆ GL2g,F` . Define g := g` ⊆M2g(F`) as in §4.1.

Take any finite extension L/K in K. Define the group U := A(L)[`∞], i.e., the group of torsion
points in A(L) whose order is a power of `. The group U is finite by the Mordell–Weil theorem.
For each i ≥ 0, let U [`i] be the group of P ∈ U for which `iP = 0. For each i ≥ 0, let

ψi : A[`i+1]
∼−→ (Z/`i+1Z)2g

be the isomorphism obtained by our choice of Z`-basis for T`(A). Composing ψi with the reduction

modulo ` map induces an isomorphism ψi : A[`i+1]/A[`i]
∼−→ F2g

` . We can identify U [`i+1]/U [`i]

with a subgroup of A[`i+1]/A[`i], so we can define

Wi := ψi(U [`i+1]/U [`i]);

it is a subspace of F2g
` .
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Lemma 4.5. For each i ≥ 1, we have |ρA,`i(GalL)| �A `
∑i−1
j=0 dim gWj .

Proof. Define the group H := ρA,`∞(GalL). For each i ≥ 1, define H(`i), Hi and hi as in §4.1.
We claim that hi ⊆ gWi for all i ≥ 1. Take any I + `iB ∈ Hi. Since hi ⊆ g by Lemma 4.3(i),

to prove the claim, we need only show that Bw = 0 for all w ∈ Wi. Choose an element σ ∈ GalL
for which ρA,`∞(σ) = I + `iB. We have σ(P ) = P for all P ∈ U [`i+1] since U ⊆ A(L). Therefore,
I+ `iB fixes each element of ψi(U [`i+1]). So for each w ∈ ψi(U [`i+1]), we have (I+ `iB)w = w and
hence `iBw = 0. Therefore, Bw ≡ 0 (mod `) for all w ∈ ψi(U [`i+1]). The claim is now immediate
since Wi is the image of ψi(U [`i+1]) modulo `.

Take any i ≥ 1. By (4.2) and the above claim, we have

|ρA,`i(GalL)| = |H(`i)| �A |H(`)| · `
∑i−1
j=1 dim gWj .

The group GalL fixes U [`] ⊆ A(L), so H(`) fixes each element of W0. Therefore, H(`) ⊆ GW0(F`),
where G := GF` . By Proposition 2.13, we have |H(`)| ≤ |GW0(F`)| �A `

dimGW0 . Therefore,

|ρA,`i(GalL)| �A `
dimGW0 · `

∑i−1
j=1 dim gWj .

Since G has Lie algebra g by Lemma 4.2, GW0 will have Lie algebra gW0 and hence dimGW0 ≤
dim gW0 . Therefore, |ρA,`i(GalL)| �A `

∑i−1
j=0 dim gWj . �

Take any i ≥ 1 large enough so that Wj = 0 for all j ≥ i. By Lemmas 4.4 and 4.5, we have

[L : K] ≥ [ρA,`i(GalK) : ρA,`i(GalL)]�A `
∑i−1
j=0(dim g−dim gWj )

.

With notation as in §3.1, we have

[L : K]�A `
∑i−1
j=0 α(g) dimWj =

(∏i−1

j=0
|Wj |

)α(g)

= |U |α(g).

We have α(g) = α((GA,`)F`) = α(GA,`) = γ−1
A,` for ` large enough by Proposition 3.10. The

numerator and denominator of γA,` can be bounded in terms of the dimension of A, so we have
|A(L)[`∞]| = |U | �A [L : K]γA,` for `�A 1.

5. Prime power version: small primes

In this section, we prove the following version of Theorem 4.1, valid for all primes `.

Theorem 5.1. For every nonzero abelian variety A of dimension g over a number field K and
every prime `, we have

|A(L)[`∞]| �A,` [L : K]γA,`

for all finite extensions L/K.

Since Theorem 4.1 has an implicit constant depending only on A for all sufficiently large primes
`, the constant can actually be taken to be independent of ` by Theorem 5.1. In fact, the two
results are complementary: the proof of Theorem 4.1 relies on remarking that, for ` sufficiently
large, we only need to consider a finite family of pointwise stabilizers, which are all smooth (again,
when ` is large), as we see in the proof of Lemma 3.10. On the other hand, for small ` the group
schemes GA,` can lack several desirable properties (including smoothness or reductivity), which
explains why we need to adopt a more general point of view. In fact, as can be seen for example
from Proposition 5.7, the proof of Theorem 5.1 has little to do with `-adic monodromy groups and
more with general linear group schemes over Z`. We remark that the question of smoothness (or
flatness) for stabilizers in reductive group schemes is a current topic of research: see for example
[Cot22], where – even under strong assumptions on the fibrewise dimensions of centralizers – the
proofs are quite delicate.
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Finally, we note that the proof of Theorem 5.1 that we give below can be made uniform in ` (at
the cost of more technical statements): this can be achieved easily by assuming the Mumford–Tate
conjecture, and also unconditionally, with some more work, by relying on the finiteness statement
given by Proposition 2.10.

5.1. Grassmannians and stabilizers. In order to prove Theorem 5.1 we need to control the
behaviour of the subgroups of GA,` that arise as pointwise stabilizers of certain (saturated) sub-
modules W of T`A. As it turns out, the questions we are interested in are more easily studied in
families, by letting W vary among all saturated submodules of a given rank. This can be achieved
by considering a suitable universal stabilizer group scheme over the Grassmannian. We now intro-
duce the necessary definitions, starting with the Grassmannian itself; for its basic properties, we
refer the reader to [GW20, Section 8.4].

Definition 5.2 (Grassmannian). Let n be a positive integer and fix d ∈ {1, . . . , n}. The Grassman-
nian of d-dimensional submodules in n-dimensional space, denoted by Grassd,n, is the scheme which
represents the contravariant functor in schemes

S 7→ {OS-submodule U ⊆ OnS
∣∣ OnS/U is a locally free OS-module of rank n− d}.

Remark 5.3. The scheme Grassd,n has a finite open covering by schemes isomorphic to Ad(n−d),
see [GW20, Corollary 8.15]. Moreover, for every PID R, Grassd,n(R) is the set of saturated free
submodules of Rn of rank d.

We can now define the desired stabilizer scheme over the Grassmannian:

Proposition 5.4. The functor on algebras

R 7→ {(ϕ,W) ∈ GLn(R)×Grassd,n(R)
∣∣ ϕ|W is the identity on W}

is represented by a subscheme of GLn×Grassd,n.

Proof. Consider the canonical open covering of Grassd,n by copies of Ad(n−d) given in [GW20,
Corollary 8.15]. On each such affine piece, the condition that ϕ be the identity on W amounts to a
finite number of equations involving the generators of W, which in turn may be expressed in terms
of the coordinates of Ad(n−d). These equations glue to give the desired subscheme. �

Definition 5.5. We denote by Fix the scheme representing the functor of Proposition 5.4. Ex-
plicitly, Fix is a subgroup scheme of GLn,Grassd,n with the following property: for every ring R and
every W ∈ Grassd,n(R), the pullback group scheme of Fix by W : SpecR → Grassd,n, denoted by
Fix(W), satisfies

Fix(W)(R) = {ϕ ∈ GLn(R)
∣∣ ϕ|W is the identity on W}.

Finally, we introduce the following definition for arbitrary linear algebraic groups:

Definition 5.6. Let R0 be a ring and let G be a linear algebraic subgroup of GLn,R0 . We denote by
FixG the subgroup scheme of GGrassd,n,R0

given by the (scheme-theoretic) intersection of GGrassd,n,R0

with FixR0 inside GLn,Grassd,n,R0
.

By definition, for every R0-algebra R and every submodule W of Rn such that Rn/W is locally
free of rank n− d we have

FixG(W)(R) = {ϕ ∈ G(R) |ϕ|W is the identity on W}.
We thus recover the definition given in §1.1. As already pointed out in that section, when R0 = k
is a field, G is an algebraic subgroup of GLn,k and W is a subspace of kn, the group FixG(W )
is simply the group GW . When R is a PID, the condition on W amounts to saying that W is a
saturated submodule of Rn.
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Our main objective in this section is to understand the lack of smoothness of groups of the form
FixG(W). Notice that, even when G is smooth, FixG(W) can easily fail to be smooth (the problem
usually being its lack of flatness).

5.2. Reduction to point-counting on group schemes. We will deduce Theorem 5.1 from the
group-theoretic statement below, whose proof will occupy the rest of the section.

In order to ease the notation, for any scheme X over Z` we write X(`i) := X(Z/`iZ). We also
write πi : X(Z`) → X(`i) and πj,i : X(`j) → X(`i) for the natural reduction maps modulo `i, for
any 0 ≤ i ≤ j. Notice that X(`i) does not have the same meaning here as in §4.

Proposition 5.7. Let G ⊆ GLn,Z` be a linear group scheme such that G = GQ` has finite slope.
Then, there is a positive constant C(G) such that for every m ≥ 1 and every subgroup H ⊆
(Z/`mZ)n = An(`m) we have

[G(Z`) : fixG(Z`)(H)] ≥ 1

C(G)
|H|1/γG ,

where

fixG(Z`)(H) := {M ∈ G(Z`) |πm(M) is the identity on H}.

Remark 5.8.

(i) It would be better to state the result only in terms of Z/`mZ-points, but this is not always
possible when G is not smooth, as the proof will make clear, hence this somewhat inelegant
inequality. In the smooth case, πm : G(Z`) → G(`m) is surjective, hence it is enough to
prove that

[G(`m) : {M ∈ G(`m) |M is the identity on H}] ≥ 1

C(G)
|H|1/γG .

(ii) The subgroup “fix” does not have a scheme-theoretic interpretation in itself, as H is not
always a direct factor of (Z/`mZ)n. We will see that when H is a direct factor, it does relate
to the definition of Fix as above, and in fact the proof works by reduction to this case.

We begin by showing that Proposition 5.7 implies Theorem 5.1.

Proof of Proposition 5.7 ⇒ Theorem 5.1. Up to replacing K by a finite extension we can and do
assume that GA,` is connected for all primes `. Let L/K be a finite extension and let ` be a prime
number. Define H := A(L)[`∞]. By the Mordell-Weil theorem, there is an integer m ≥ 1 such that
H ⊆ A(L)[`m]. Every σ ∈ Gal(K/L) fixes H pointwise, and hence

ρA,`∞(Gal(K/L)) ⊆ fixGA,`(Z`)(H).

We apply Proposition 5.7 to GA,` and obtain the inequality

[GA,`(Z`) : fixGA,`(Z`)(H)]�A,` |H|1/γA,` .

Therefore, [GA,`(Z`) : ρA,`∞(Gal(K/L))] �A,` |H|1/γA,` . Since ρA,`∞(GalK) is a finite-index sub-
group of GA,`(Z`) with index bounded independent of ` by Theorem 2.8, we have

[L : K] ≥ [ρA,`∞(GalK) : ρA,`∞(Gal(K/L))]�A,` [GA,`(Z`) : ρA,`∞(Gal(K/L))]�A,` |H|1/γA,` .

Raising both sides to the power γA,` gives |A(L)[`∞]| = |H| �A,` [L : K]γA,` . �

Even though Proposition 5.7 is not explicitly formulated in terms of FixG(W), we now show that
it may be deduced from sufficiently strong estimates on the number of Z/`nZ-points of groups of
the form FixG(W). The precise result we need is Proposition 5.9 below. To state it, we introduce
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a notion of partial slope. Let V be an n-dimensional vector space over a field k and let G be an
algebraic subgroup of GLV . For every r = 1, . . . , n we define

(5.1) dr(G) := max
W⊆V

dimW=r

dim FixG(W ).

If G is of finite slope, we have

(5.2) dimG− dr(G) ≥ r/γG.
The key auxiliary result is the following.

Proposition 5.9 (Key estimate). Let ` be a prime number, M a free Z`-module of rank n and
G ⊆ GLM a linear group scheme whose generic fiber G has finite slope. There exists a constant
C(G) such that for every r = 1, . . . , n, every saturated Z`-submodule W ⊆ M of rank r and all
integers m ≥ m′ ≥ 0 we have

(5.3)
∣∣∣ker

(
πm,m′ : FixG(W)(`m)→ FixG(W)(`m

′
)
)∣∣∣ ≤ C(G)`dr(G)(m−m′).

Remark 5.10. Such a result is easy to establish if we replace C(G) by something possibly depending
on G and W, as dr(G) is found to be an upper bound for the dimension of the generic fiber of
FixG(W). The main difficulty is to give bounds that are uniform inW. Furthermore, if FixG(W) is

known to be smooth of relative dimension d, the left-hand side of (5.3) becomes exactly `d(m−m′)

(for m′ ≥ 1), so we see that all the complications come from not being able to make this assumption.

Before diving into the technical lemmas required to prove this Proposition, let us first see how
it implies Proposition 5.7 (in short: by dévissage).

Proof of Proposition 5.9 ⇒ Proposition 5.7. We take the notation of Proposition 5.7. Consider a
subgroup H of (Z/`mZ)n. There exists a basis (e1, . . . , en) of Zn` and integers m ≥ m1 ≥ . . . ≥ mr

with 1 ≤ r ≤ n such that

H =

r⊕
i=1

〈`m−miπm(ei)〉 ⊆ (Z/`mZ)n.

In particular, notice that

(5.4) |H| =
r∏
i=1

`mi .

We define, for every j = 1, . . . , r,

Wj :=

j⊕
i=1

Z`ei and Gj := FixGZ` (Wj).

For every M ∈ G(Z`),
πm(M) fixes H ⇐⇒ πm(M) fixes `m−miπm(ei) for all 1 ≤ i ≤ r

⇐⇒ πmi(M) ∈ Gi(`mi) for all 1 ≤ i ≤ r
as the Wj form a strictly increasing sequence of saturated submodules of Zn` . Consequently,

fixG(Z`)(H) =

r⋂
i=1

π−1
mi (Gi(`

mi)).

As m ≥ m1 ≥ m2 ≥ . . . ≥ mr, the index we want to bound from below is

(5.5) [G(Z`) : fixG(Z`)(H)] ≥ [πm1(G(Z`)) : πm1(fixG(Z`)(H))] =
|πm1(G(Z`))|

|πm1(fixG(Z`)(H
′))|

,
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where we have identified H ⊆ (`m−m1Z/`mZ)n to a subgroup H ′ ⊆ (Z/`m1Z)n ∼= (`m−m1Z/`mZ)n.
We can now assume m = m1 and H = H ′, since the right-hand side does not depend on m anymore.
We now bound the ratio |πm1(G(Z`))|/|πm1(fixG(Z`)(H))|.

For the numerator, we have a (non-effective) lower bound of the form C1(G)`m dimG with C1(G) >
0, see Lemma 5.16 and the comments following it. For the denominator, we have∣∣πm(fixG(Z`)(H))

∣∣ ≤ |{M ∈ G(`m) : M fixes H}| ≤

∣∣∣∣∣
r⋂
i=1

π−1
m,mi(Gi(`

mi))

∣∣∣∣∣ .
To bound this cardinality we proceed as follows. To obtain an element of this intersection, first

we choose a matrix Mr ∈ Gr(`mr), then we choose a lift Mr−1 of Mr in Gr−1(`mr−1), and notice that
two different lifts are multiplicatively related by a matrix of Gr−1(`mr−1) whose reduction modulo
mr is the identity (in particular, there are at most | kerGr−1(`mr−1)→ Gr−1(`mr)| such lifts). The
same holds until we have lifted back to G(`m). Setting by convention mr+1 = 0, we thus have∣∣∣∣∣

r⋂
i=1

π−1
m,mi(Gi(`

mi))

∣∣∣∣∣ ≤
r∏
i=1

|ker(Gi(`mi)→ Gi(`mi+1))| .

Using Proposition 5.9 for every Gi we then get

|πm1(G(Z`))|
|πm1(fixG(Z`)(H))|

≥ C1(G)`m dimG

C(G)r
∏r
i=1 `

(mi−mi+1)di(G)

≥ C1(G)

C(G)r

r∏
i=1

`(mi−mi+1)(dimG−di(G))

≥ C1(G)

C(G)r

r∏
i=1

`(mi−mi+1)i/γG

=
C1(G)

C(G)r

(
`
∑r
i=1mi

)1/γG

=
C1(G)

C(G)r
|H|1/γG .

Here we used the equality m = m1 =
∑r

i=1(mi −mi+1) in the second line, Inequality (5.2) in the
third line, and Equation (5.4) in the last line. Combined with (5.5), this implies the proposition. �

Remark 5.11. The last sequence of inequalities is the counterpart in the present setting of Lemma
4.5.

5.3. Uniformizing the behaviour of the pointwise stabilizers. Although the group schemes
FixG(W) that appear in Proposition 5.9 are not a priori smooth, the use of the pointwise stabilizer
scheme on the Grassmannian allows us to obtain the following “uniform” statement, which suffices
to prove Proposition 5.9 when combined with the counting lemmas in the next section.

Proposition 5.12. Let ` be a prime number, let M be a free Z`-module of rank n, and let G ⊆ GLM
be a linear group scheme whose generic fiber G has finite slope. Denote by ε : SpecZ` → G the unit
section. For every r = 1, . . . , n there is an integer er ≥ 0 such that for all saturated submodules
W ⊆M of rank r, the Z`-module `er ·ε∗Ω1

FixG(W)/Z` can be generated by a set of cardinality at most

dr(G). Equivalently, for N = `er · ε∗Ω1
FixG(W)/Z`, we have dimF` N/`N ≤ dr(G).

Remark 5.13. For any W ⊆M⊗Z`Q` of dimension r, by definition of dr the group scheme FixG(W )
has dimension at most dr(G), and being an affine algebraic group in characteristic 0 it is smooth
by Cartier’s theorem. It follows that ε∗Ω1

FixG(W )/Q` is a vector space of dimension at most dr(G).
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The difficulty lies in extending this statement to Z`, up to allowing multiplication by a nonzero
element `er .

Proof. As explained in Section 5.1, for every r = 1, . . . , n, we can view FixG as a subgroup scheme
of GGrassr,n,Z`

, with unit section again denoted by ε. We now define the sheaf

F :=

dr(G)+1∧
ε∗Ω1

FixG /Grassr,n,Z`
.

It is a coherent sheaf over Grassr,n,Z` , and for every x ∈ Grassr,n(Z`), corresponding to a saturated
submodule W of M of rank r, compatibility of pullbacks and exterior powers with base change
gives

dr(G)+1∧
ε∗Ω1

FixG(W)/Z` = x∗F .

In particular, for the Q`-points x ∈ Grassr,n(Q`), by definition of dr(G) we have x∗F ∼= Fx = 0
(see Remark 5.13). By Corollary 5.15 below, there exists an integer er ≥ 0 such that `er · x∗F = 0
for all x ∈ Grassr,n,Z`(Z`). This finally gives

dr(G)+1∧
(`erε∗Ω1

FixG(W)/Z`) = `er(dr(G)+1)x∗F = 0,

which proves that `er · ε∗Ω1
FixG(W)/Z` is generated by a set of cardinality at most dr(G). �

It remains to show that, as claimed in the previous proof, we can find an integer er such that
`er · x∗F = 0 for all Z`-sections x. This is achieved in the next lemma and corollary.

Lemma 5.14. Let F be a coherent sheaf over AdZ`. If x∗F ∼= Fx vanishes at every Q`-point x of

AdZ`, there exists an integer e ≥ 0 such that `e · y∗F = 0 for every Z`-point y of AdZ`.

Proof. Write AdZ` = SpecA, where A = Z`[t1, . . . , td], and let M be the A-module corresponding to

F . As F is coherent, M is the cokernel of a certain A-linear map Am → Ak, so that we can write
M = Ak/RAm for a suitable matrix R ∈ Mk×m(A). The condition Fx = 0 for x ∈ AdZ`(Q`) = Qd

`

translates to the following. A Q`-point x can be identified with a d-tuple (x1, . . . , xd) ∈ Qd
` . For

such a point, denote by R(x) the evaluation of R (which is a matrix of polynomials in the variables
t1, . . . , td) at (t1, . . . , td) = (x1, . . . , xd). Note that R(x) is a k ×m matrix with coefficients in Q`.
The stalk of M at x is then Qk

` /R(x)Qm
` , so it vanishes if and only if rkR(x) = k. This is equivalent

to the fact that at least one k × k minor of R(x) is nonzero, and by assumption this holds for all
x ∈ Ad` (Q`).

Let I be the set of all k× k submatrices of R. For each i ∈ I, let ri(t1, . . . , td) ∈ A be the minor
of R indexed by i. As we already argued, for every x = (x1, . . . , xd) ∈ Qd

` , at least one of the
ri(t1, . . . , td) is nonvanishing at x, so that the function f(x) := mini∈I v`(ri(x)) is everywhere finite
on Zd` . The function f(x) is also trivially continuous, so f(Zd` ) ⊆ Z is compact, and hence bounded.

In particular, there exists an integer e ≥ 0 such that, for each y ∈ Zd` , there exists i ∈ I for which
v`(ri(y)) ≤ e. This implies that the Z`-span of the columns of the sub-matrix of R(y) indexed by i
contains (`eZ`)k, hence, a fortiori, the same holds for the Z`-span of all the columns of R(y), and
we have shown that this holds for all y. Thus, Zk` /R(y)Zm` is killed by `e for all y ∈ Zd` = AdZ`(Z`).
As Zk` /R(y)Zm` ∼= y∗F , the claim follows. �

Corollary 5.15. Let F be a coherent sheaf over Grassr,n,Z`. Suppose that, for each Q`-point
x ∈ Grassr,n,Z`(Q`), we have x∗F ∼= Fx = 0. Then, there exists an integer e ≥ 0 such that
`e · x∗F = 0 for every x ∈ Grassr,n,Z`(Z`).
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Proof. The scheme Grassr,n,Z` is a finite union of affine spaces over Z`, see Remark 5.3. For each
such affine space S, Lemma 5.14 gives an integer eS for which `eS · x∗F = 0 for all Z`-points x of
S. The corollary follows by taking e = max{eS}. �

5.4. Counting lemmas. First, for the lower bound on the numerator of (5.5), we used the fol-
lowing result.

Lemma 5.16. For any affine subvariety X ⊆ ANZ` such that X (Z`) is a nonempty open subset of

X (Q`) and XQ` is equidimensional of dimension d, there is a positive constant C(X ) such that for
all m ≥ 1,

|πm(X (Z`))| ≥ C(X )`dm.

Proof. Considering X (Z`) as a closed analytic subvariety of dimension d of ZN` , we can apply
[Oes82, Théorème 2]. Note that the set Xm of [Oes82] is exactly our πm(X (Z`)), and that we use
the fact that πm(X (Z`)) contains at least one element. The measure µd(X (Z`)) is nonzero because
X (Z`) is of dimension d. �

Any group scheme G ⊆ GLn,Z` satisfies the hypotheses of Lemma 5.16 (embedding GLn in the

affine space An2+1) because G(Z`) 6= ∅ is open in G(Q`) and GQ` is equidimensional.
Our next lemma is an ad hoc version of the implicit function theorem for schemes over Z`:

Lemma 5.17. Let ` be a prime number, 0 ≤ d ≤ n and let Ad+1, . . . , An be elements of the ring
Z`[X1, . . . , Xn] such that for every d + 1 ≤ i ≤ n, we have Ai −Xi ∈ `Z`[X1, . . . , Xn]. Denote by
S′ the scheme SpecZ`[X1, . . . , Xn]/〈Ad+1, . . . , An〉 and by p : S′ → AdZ` the projection given by the
first d coordinates.

For all integers m ≥ 1, the base-change of p to Z/`mZ is an isomorphism, hence induces a
bijection p : S′(Z/`mZ)→ Ad(Z/`mZ) on Z/`mZ-points. Consequently, for all integers m ≥ m′ ≥ 1,
the cardinality of any fiber of the natural map

πm,m′ : S′(`m)→ S′(`m
′
)

is `d(m−m′), and πm′ : S′(Z`)→ S′(`m
′
) is surjective for all m′ ≥ 1.

Proof. Define B = Z/`mZ[X1, . . . , Xd] and C = B[Xd+1, . . . , Xn]/〈Ad+1, . . . , An〉. So AnZ/`mZ =

SpecB and S′Z/`mZ = SpecC, and pZ/`mZ is induced by the natural homomorphism B → C.

The hypothesis Ai − Xi ∈ `Z`[X1, . . . , Xn] implies that the determinant of the Jacobian matrix(
∂Ai
∂Xi

)
i,j=d+1,...,n

reduces to 1 modulo `. Since every element of C congruent to 1 modulo ` is a

unit in C, [Mil80, Corollary 3.16], or equivalently [Stacks, Lemma 02GU], yields that the map
Spec(C) → Spec(B) is étale. Furthermore, it is of degree 1, because this can be tested after
tensoring with F`, and the given extension B ↪→ C induces an isomorphism B ⊗ F` ∼= C ⊗ F`
since Ai mod ` = Xi for all i = d + 1, . . . , n. As an étale map of degree 1 is an isomorphism, this
concludes the proof of the first statement in the lemma. The other statements follow immediately
from the properties of Ad. �

Before stating and proving our main counting lemma we need one more fact that links the
cardinality of the fibers of certain reduction maps with suitable derivations:

Lemma 5.18. Let R be a ring, X = SpecA be an R-scheme and ε : A → R be a section.
Let I be an ideal of R and m,m′ be positive integers with m′ < m ≤ 2m′. Let πm′ : R →
R/Im

′
be the canonical projection. The set of points of X(R/Im) above πm′ ◦ ε is in bijection with

HomR(Ω1
A/R ⊗ε R, I

m′/Im).
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Proof. We write εm for πm ◦ ε and similarly for εm′ , and denote by πm,m′ the canonical map

R/Im → R/Im
′
. A point of X(R/Im) above εm′ is a homomorphism of R-algebras ϕ : A→ R/Im

such that πm,m′ ◦ ϕ = εm′ . Consider the morphism of R-modules

θ := ϕ− εm : A→ Im
′
/Im.

As ϕ is a ring morphism, for all a, b ∈ A we have

θ(ab) = ϕ(ab)− εm(ab)

= ϕ(a)ϕ(b)− εm(a)εm(b)

= (θ(a) + εm(a))(θ(b) + εm(b))− εm(a)εm(b)

= εm(a)θ(b) + εm(b)θ(a),

because θ(a)θ(b) belongs to I2m′/Im, so it is 0 in R/Im by the assumption 2m′ ≥ m. In other words,

θ is an A-linear derivation (with the A-module structure on Im
′
/Im given by εm). Conversely, the

same computation shows that every A-linear derivation θ : A → Im
′
/Im provides a point ϕ ∈

X(R/Im) above εm. By the defining property of the Kähler differentials we have an isomorphism

DerA(A, Im
′
/Im) ∼= HomA(Ω1

A/R, I
m′/Im),

but this latter space is isomorphic to

HomR(Ω1
A/R ⊗ε R, I

m′/Im),

as can be checked directly because Im
′
/Im inherits its A-module structure from ε. �

Lemma 5.19 (Main counting lemma). Let ` be a prime number, S be a closed subscheme of AnZ`,
and ε : SpecZ` → S be a section of the structure morphism. For positive integers m ≥ m′, denote
by πm′ : S(Z`) → S(Z/`m′Z) and πm,m′ : S(Z/`mZ) → S(Z/`m′Z) the canonical reduction maps

modulo `m
′
, as in the beginning of §5.2. Assume that, for some non-negative integers d and e, the

Z`-module `eε∗Ω1
S/Z` is generated by a set of cardinality at most d.

(i) For all integers m ≥ m′ > e,∣∣∣π−1
m,m′(πm′(ε))

∣∣∣ ≤ `n(e+1)`d(m−m′).

(ii) If e = 0 and 0 < m′ ≤ m ≤ 2m′, then∣∣∣π−1
m,m′(πm′(ε))

∣∣∣ ≤ `d(m−m′).

Proof. Let I ⊆ Z`[X1, . . . , Xn] be the ideal defining the subscheme S of AnZ` .
(i) Assume first that m > m′ + e + 1. To begin with, ε is a point of S(Z`) ⊆ AnZ`(Z`), hence

corresponds to a ring morphism Z`[X1, . . . , Xn]→ Z`. Up to translating the subscheme S, one can
assume that ε corresponds to the evaluation of all the Xi at 0. In the following, for a polynomial
P ∈ Z`[X1, . . . , Xn], we write dP for its differential at 0, i.e.

dP =
n∑
i=1

∂P

∂Xi
(0, . . . , 0) dXi.

If I is generated by polynomials P1, . . . , Pr, by the fundamental exact sequences of the Kähler
differentials we have

M := ε∗Ω1
S/Z`
∼=

(
n⊕
i=1

Z`dXi

)
/〈dPj , 1 ≤ j ≤ r〉.
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By the Smith normal form over the DVR Z`, up to a Z`-linear change of variables we can choose
X1, . . . , Xn in such a way that

〈dP1, . . . ,dPr〉 =
n⊕
i=1

`eiZ` dXi

for suitable e1 ≥ . . . ≥ en (with ei ∈ N ∪ {+∞}, where we set `+∞ = 0 by convention). With this
choice of coordinates we have

M =
n⊕
i=1

Z`
`eiZ`

dXi.

As the ei are decreasing and dimF` `
eM/`e+1M ≤ d, we have e ≥ ei for i = d + 1, . . . , n. Choose

polynomials Q1, . . . , Qn in I such that dQi = `max(ei,e) dXi for all i ∈ {1, . . . , n}. Recall that ε
corresponds to the ring morphism Z`[X1, . . . , Xn] → Z` evaluating a polynomial at (0, . . . , 0). As
ε is a Z`-point of S = SpecZ`[X1, . . . , Xn]/I, the kernel of ε must contain I, so every element
of I vanishes at 0 = (0, . . . , 0). Thus Qi(0) = 0 and we have Qi = `eXi + Ri with Ri a sum
of homogeneous polynomials of degree ≥ 2. For every i ∈ {d + 1, . . . , n} we now consider the
polynomial

Q̃i :=
1

`2e+1
Qi(`

e+1X1, . . . , `
e+1Xn) ∈ Z`[X1, . . . , Xn].

Writing Qi = `eXi +Ri as above, one obtains that Q̃i is of the form

Q̃i = Xi + `R̃i(X1, . . . , Xn), R̃i ∈ Z`[X1, . . . , Xn].

We apply Lemma 5.17 with Ai = Q̃i for every i ∈ {d+ 1, . . . , n}. In particular, we let S′ denote

the Z`-scheme defined in AnZ` by the ideal 〈Q̃d+1, . . . , Q̃n〉.
Let x = (x1, . . . , xn) ∈ S(`m) ⊆ AnZ`(`

m) = (Z/`mZ)n be a point which is zero modulo `m
′
. Since

m′ > e by assumption, we can write x = `e+1y for some y ∈ (`m
′−e−1Z/`mZ)n, so that for every

i > d we have

0 ≡ Qi(x) ≡ Qi(`e+1y) ≡ `2e+1Q̃i(y) (mod `m).

This implies that Q̃i(y) ∈ `m−2e−1Z/`mZ for all i = d + 1, . . . , n. Thus, y′ := πm,m−2e−1(y) ∈
(Z/`m−2e−1Z)n gives a point in S′(Z/`m−2e−1Z) which is zero modulo `m

′−e−1. By Lemma 5.17,
the cardinality of any fibre of the map

π′m−2e−1,m′−e : S′(`m−2e−1)→ S′(`m
′−e)

is `d(m−m′−e−1); note that the lemma applies, since m′ − e is strictly positive. The image y′′ =
π′m−2e−1,m′−e(y

′) of y′ in S′(`m
′−e) is in particular a point of An(`m

′−e) which is zero modulo

`m
′−e−1, so there are at most `n possibilities for y′′. The point y′ lies in the fibre of π′m−2e−1,m′−e

over y′′, so for each y′′ there are at most `d(m−m′−e−1) such y′, hence at most `n`d(m−m′−e−1)

possibilities for y′ in total. Finally, given any such y′ ∈ (Z/`m−2e−1Z)n, there are `n(2e+1) possible
lifts y ∈ (Z/`mZ)n of y′. Since x = `e+1y, the value of x is determined by y mod `m−e−1, so for
each y′ there are at most `en possibilities for x. This gives∣∣∣π−1

m,m′(ε mod m′)
∣∣∣ ≤ `n(e+1)`d(m−m′−e−1),

a slightly better bound than claimed in the statement. Finally, for the case m ≤ m′ + e + 1, we
simply consider the embedding of S into AnZ` . Via this embedding, a point in S(`m) that reduces

to ε mod m′ in S(`m
′
) is in particular a point of An(`m) that reduces to (0, . . . , 0) in An(`m

′
). It is

clear that there are at most `n(m−m′) such points, and `n(m−m′) ≤ `(e+1)n, which proves the bound
in this case.
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(ii) This is a consequence of Lemma 5.18. Indeed, we have e = 0 by assumption, so we
know that ε∗Ω1

S/Z` is generated by at most d elements over Z`, and therefore the cardinality of

HomZ`(ε
∗Ω1

S/Z` , `
m′Z/`mZ) is at most `d(m−m′). �

We can now establish the following for group schemes over Z`:

Proposition 5.20. Let ` be a prime number, M be a free Z`-module of finite rank n, and G be a
linear subgroup scheme of GLM with unit section ε ∈ G(Z`). Suppose that e, d ∈ N are such that
`eε∗Ω1

G/Z` is generated by at most d elements as a Z`-module, with d ≤ n2. There is a constant

C(n, d, e, `) such that for all integers m ≥ m′ > 0 the following holds:∣∣∣ker
(
πm,m′ : G(`m)→ G(`m

′
)
)∣∣∣ ≤ C(n, d, e, `)`d(m−m′).

Moreover, if e = 0 (e.g., if G is smooth), the result holds with C(n, d, 0, `) = 1.

Proof. Lemma 5.19 directly implies the result for m ≥ m′ > e. In the general case, we use that
given two group homomorphisms f : G1 → G2 and g : G2 → G3 between finite groups we have
|ker(g ◦ f)| ≤ |ker(g)| · |ker(f)|. Hence, if m > e ≥ m′ we have∣∣kerπm,m′

∣∣ ≤ |kerπm,e+1| ·
∣∣kerπe+1,m′

∣∣ ≤ C(n, d, e, `)`d(m−e−1)`(e+1−m′)n2

≤
(
C(n, d, e, `)`(e+1)n2

)
`d(m−m′),

where we have used the trivial bound∣∣kerπe+1,m′
∣∣ ≤ ∣∣∣{M ∈ Mn(Z/`e+1Z) : M ≡ In (mod `m

′
)}
∣∣∣ = `n

2(e+1−m′)

and the fact that d ≤ n2. Finally, if m ≤ e, we similarly bound |G(`m)| by `en
2
, which is enough

for our purposes.
In the case e = 0, the result follows by induction from part (ii) of Lemma 5.19.

�

5.5. Conclusion of the proof of Proposition 5.9. Let ε be the unit section of G. By Proposition
5.12, there exists an integer er ≥ 0 such that, for every saturated submodule W of M of rank r,
the Z`-module `erε∗Ω1

GW/Z` is generated by at most dr(G) ≤ dimG ≤ dim GLn = n2 elements.

For m′ ≥ 1, Proposition 5.20 immediately implies the desired inequality with constant given by
C(n, dr(G), er, `). For m′ = 0 we then have

|FixG(W)(`m)| ≤ |ker (πm,1 : FixG(W)(`m)→ FixG(W)(`))| · |FixG(W)(`)|

≤ C(n, dr(G), er, `)`
dr(G)(m−1) · |G(`)|

≤ C(n, dr(G), er, `)`
n2−dr(G) · `dr(G)m.

6. An expression for βA

Fix a nonzero abelian variety A over a number field K. Recall that βA is the infimum of all real
numbers β for which there is a constant C, depending only on A and β, such that the inequality
|A(L)tors| ≤ C · [L : K]β holds for all finite extensions L/K.

Lemma 6.1. For any finite extension K ′/K, we have βAK′ = βA.

Proof. The inequality βAK′ ≤ βA is trivial by considering extensions L of K ′ as extensions of K.
We now prove the opposite inequality. For a finite extension L/K, set L′ = L ·K ′. For any ε > 0,
we have

|A(L)tors| ≤ |A(L′)tors| �A,K′ [L′ : K ′]
βAK′

+ε ≤ [K ′ : K]
βAK′

+ε
[L : K]

βAK′
+ε �A,ε,K′ [L : K]

βAK′
+ε
.
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Therefore, βA ≤ βAK′ by the minimality in the definition of βA. �

The following describes βA in terms of the `-adic monodromy groups of GA,`.

Theorem 6.2. We have

βA = max
`
γA,`,

where the maximum is over all primes `.

Proof. Define ξA := max` γA,`; the maximum exists since the numerators and denominators of the
γA,` are bounded. From Lemma 6.1, βA is unchanged if we replace A by a base extension by a
finite extension of K. The value ξA is also unchanged if we replace A by such a base extension. So
by Proposition 2.9, we may assume that the representations {ρA,`∞}` are independent. We may
also assume that the groups GA,` are connected by Proposition 2.3.

We first prove βA ≤ ξA. Take any finite extension L/K and let J be the set of primes that
divide |A(L)tors|. For each ` ∈ J , define the field L` := K(A(L)[`∞]). By the independence of
the representations ρA,`∞ , we have

∏
`∈J [L` : K] ≤ [L : K]. By Theorems 4.1 and 5.1, there is a

constant C > 0 depending only on A such that

|A(L)[`∞]| = |A(L`)[`
∞]| ≤ C · [L` : K]γA,` ≤ C · [L` : K]ξA

for all ` ∈ J . Taking the product over all ` ∈ J , we find that

|A(L)tors| =
∏
`∈J
|A(L)[`∞]| ≤ C |J |

(∏
`∈J

[L` : K]
)ξA ≤ C |J |[L : K]ξA .(6.1)

Take any ε > 0 and set δ := 1− 1/(1 + ε/ξA); we have 0 < δ < 1. We have

C |J | =
∏
`∈J

C �A,ε

∏
`∈J

`δ ≤ |A(L)tors|δ,

where the first inequality uses that C ≤ `δ for all primes ` �A,ε 1. Using (6.1), this implies that

|A(L)tors| �A,ε |A(L)tors|δ · [L : K]ξA . Therefore,

|A(L)tors| �A,ε [L : K]ξA/(1−δ) = [L : K]ξA+ε,

where the equality uses our choice of δ. Since L/K and ε > 0 were arbitrary, this implies that
βA ≤ ξA.

We now prove ξA ≤ βA. Fix a prime ` with γA,` = ξA and set G := GA,`. There is a nonzero
subspace W ⊆ V`(A) such that γA,` · (dimG − dimGW ) = dimW . By choosing a Z`-basis of

T`(A), we can view GA,` as a subgroup of GL2g,Z` and W as a subspace of Q2g
` . Define the groups

H0 := G(Q`) ∩GL2g(Z`) = GA,`(Z`) and H := GW (Q`) ∩GL2g(Z`) ⊆ GA,`(Z`).
Take any integer i ≥ 1. By Théorème 9 of [Ser81], we have |H0(`i)| �A,` `idimG and |H(`i)| �A,W,`

`i dimGW with notation as in §4.1. Let Li be the subfield of K fixed by the σ ∈ GalK for
which ρA,`i(σ) lies in H(`i). Using Theorem 2.8, we find that [Li : K] �A,W,` `i(dimG−dimGW ) =

`i dimW ·γ−1
A,` .

Define W := W ∩ Z2g
` . The Z`-module W has rank equal to the dimension of W . The group

W/`iW ⊆ (Z/`iZ)2g is fixed byH(`i). Therefore, A(Li) has a subgroup of order |W/`iW| = `idimW .
Take any ε > 0. By the definition of βA, we have |A(Li)tors| �A,ε [Li : K]βA+ε and hence

`idimW �A,ε [Li : K]βA+ε �A,W,` `
i dimW ·γ−1

A,`·(βA+ε).

Since this holds for all i ≥ 1, we must have γ−1
A,` · (βA + ε) ≥ 1. Since ε > 0 was arbitrary, we have

βA ≥ γA,` = ξA. �
29



6.1. Proof of Theorem 1.1. Since we are assuming the Mumford–Tate conjecture for A, the
theorem follows from Theorem 6.2 and Lemma 3.9(ii).

6.2. Proof of Theorem 1.3. We have End(V )GA ∼= End(AK) ⊗Z Q by Lemma 2.1(ii). Since A

is geometrically simple, the ring End(V )GA is a division algebra. Therefore, V is an irreducible
representation of GA and hence γA = 2 dimA/dimGA. By Theorem 6.2 and Lemma 3.9(i), we
have inequalities

βA ≥ max
`

2 dimA

dimG◦A,`
≥ γA =

2 dimA

dimGA
.

Suppose that βA = γA. By the above inequalities, we must have dimG◦A,` = dimGA for some

prime `. By Proposition 2.7(i) and the equality of dimensions, we deduce that G◦A,` = (GA)Q` . The

Mumford–Tate conjecture for A then follows from Proposition 2.7(ii).
The other implication follows directly from Theorem 1.1.

6.3. Proof of Theorem 1.4. Theorem 1.1 shows that (a) implies (b). We trivially have that (b)
implies (c). So it remains to show that (c) implies (a).

Assume that (c) holds and let A be a nonzero abelian variety defined over a number field K.
Due to the invariance of the Mumford–Tate conjecture under finite extensions of the ground field
and under isogeny, enlarging K if needed, we may assume that A is isomorphic over K to a product
Bn1

1 × · · · × Bnr
r , where each Bi is defined over K and is geometrically simple. By assumption,

the equality βBi = γBi holds for each i = 1, . . . , r, hence by Theorem 1.3 the Mumford–Tate
conjecture holds for each Bi. By [Com19], this implies that the Mumford–Tate conjecture holds
for A = Bn1

1 × . . .×Bnr
r .

7. Some remarks on a version without Mumford–Tate groups

Let A be a nonzero abelian variety defined over a number field K. In this section, we will
formulate a conjectural expression for βA that does not involve the Mumford–Tate group. By
Lemma 6.1, we may assume (after extending the number field and replacing by an isogenous abelian
variety) that A is of the form

∏n
i=1A

mi
i such that the abelian varieties Ai/K are geometrically

simple, pairwise geometrically nonisogenous, and have all their endomorphisms defined over K.
For each subset I ⊆ {1, . . . , n}, define the abelian variety AI :=

∏
i∈I A

mi
i over K. For each prime

`, let γA,` be the constant defined in §4.

Conjecture 7.1. For each prime `, we have

γA,` = max
∅6=I⊆{1,...,n}

2 dimAI
dimGAI ,`

.

Note that both sides in Conjecture 7.1 equal γA when the Mumford–Tate conjecture for A holds;
this uses Lemma 3.9.

Theorem 7.2. If Conjecture 7.1 holds for A, then

βA = max
` prime

∅6=I⊆{1,...,n}

2 dimAI
dimGAI ,`

Proof. This is an immediate consequence of Theorem 6.2 and Conjecture 7.1 for A. �

Proposition 7.3. Fix a prime `. Suppose there is an algebraic subgroup H ⊆ GA such that HQ`
and G◦A,` are conjugate in (GA)Q`. Then Conjecture 7.1 holds for the prime `.
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Proof. By Proposition 2.7(i), we have G◦A,` ⊆ (GA)Q` and hence our assumption that HQ` and

G◦A,` are conjugate in (GA)Q` makes sense. Therefore, α(G◦A,`) = α(HQ`) = α(H), where the last

equality uses Proposition 3.5(iii).
With notation as in §2.1, the isotypic decomposition of V as a representation of GA is given by

V =
⊕n

i=1 Vi, see Lemma 2.2. For a nonempty subset I ⊆ {1, . . . , n}, define VI :=
⊕

i∈I Vi. For
any nonempty subset I ⊆ {1, . . . , n}, we find that (HVI )Q` = (HQ`)VI⊗QQ` is conjugate in (GA)Q`
to (G◦A,`)VI⊗QQ` = (G◦A,`)V`(AI). So

dimH − dimHVI

dimVI
=

dimG◦A,` − dim(G◦A,`)V`(AI)

dimV`(AI)
=

dimG◦AI ,`
2 dimAI

,

where the last equality uses that the kernel of the projection GA,` → GAI ,` is (GA,`)V`(AI). In
particular,

min
∅6=I⊆{1,...,n}

dimH − dimHVI

dimVI
= min
∅6=I⊆{1,...,n}

dimGAI ,`
2 dimAI

.(7.1)

We claim that V =
⊕n

i=1 Vi is also the isotypic decomposition of V as a representation of H. If
the claim holds, then α(H) = minI dimGAI ,`/(2 dimAI), where I varies over the nonempty subsets
of {1, . . . , n}, by Proposition 3.5(ii) and (7.1). Thus the proposition will follow from the claim since
α(H) = α(G◦A,`) = γ−1

A,`.

The group H is connected and reductive since G◦A,` has these properties and HQ`
∼= G◦A,`. Since

V =
⊕n

i=1 Vi is the isotypic decomposition as a representation of GA and H ⊆ GA, to prove the
claim it suffices to show that EndQ(V )GA = EndQ(V )H . We have EndQ(V )GA ⊆ EndQ(V )H since
H ⊆ GA, so it suffices to show that they have the same dimension as Q-vector spaces.

By Lemma 2.1(ii), we have EndQ(V )GA = End(A) ⊗Z Q, where we are using that all the en-
domorphisms of AK are defined over K. By Proposition 2.4(ii) and our assumption that all the

endomorphisms of AK are defined over K, we have EndQ`(V`(A))G
◦
A,` = End(A)⊗Z Q`. Therefore,

EndQ(V )H ⊗Q Q` = EndQ`(V ⊗Q Q`)
HQ` ∼= EndQ`(V`(A))G

◦
A,` = End(A)⊗Z Q`.

So EndQ(V )GA and EndQ(V )H both have the same dimension as End(A)⊗ZQ as a Q-vector space
and thus are equal. This completes the proof of the claim and the proposition. �

We now prove Conjecture 7.1 for several abelian varieties. In particular, Conjecture 7.1 will
hold whenever End(AK) = Z; this includes many cases for which the Mumford–Tate conjecture is
unknown.

Proposition 7.4. Suppose that A is geometrically simple and that the center of the ring End(AK)
is isomorphic to Z. Then Conjecture 7.1 holds, i.e., γA,` = 2 dimA/dimGA,`.

Proof. Take any prime `. After suitably increasing the field K, we may assume that End(AK) =
End(A) and that the group GA,` is connected. The ring D := End(A) ⊗Z Q is a division algebra
since A is geometrically simple. From our assumption on End(AK), we find that the division algebra
D has center Q. Therefore, D ⊗Q Q` is a central simple algebra over Q`.

By Proposition 2.4(ii), the natural map D ⊗Q Q` → EndQ`[GalK ](V`(A)) is an isomorphism of
Q`-algebras. Therefore, EndQ`[GalK ](V`(A)) is a central simple algebra over Q`.

Denote by V`(A) =
⊕n

i=1 Vi the decomposition of the representation V`(A) of GA,` into isotypical
components. We have EndQ`[GalK ](V`(A)) =

∏n
i=1 EndQ`[GalK ](Vi). Since EndQ`[GalK ](V`(A)) is a

simple Q`-algebra, we deduce that n = 1. Since there is only one isotypic component, by Proposition
3.5(ii) we find that

γA,` =
dimV`(A)

dimGA,` − dim(GA,`)V`(A)
=

2 dimA

dimGA,`
. �
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Remark 7.5. Let us briefly sketch why we are currently unable to extend the proof of Proposition 7.4
to arbitrary A. For simplicity, assume that A is geometrically simple, that End(AK) = End(A)
and that GA,` is connected for all `.

Denote the center of End(A)⊗ZQ by E; it is a number field. We have E` := E⊗QQ` =
∏
λ|`Eλ,

where λ runs over the places of E that divide `. The natural actions of GalK and E` on V`(A)
commute. Therefore, Vλ := V`(A) ⊗E` Eλ is a Q`[GalK ]-module that we can identify with a
submodule of V`(A). We have V`(A) =

⊕
λ|` Vλ and using the work of Faltings, one can show that

this is the isotypic decomposition of V`(A) as a representation of GA,` and that GA,` is reductive.
Using Proposition 3.5(ii), we have

γA,` = max
L6=∅

dimVL
dimGA,` − dim(GA,`)VL

,(7.2)

where VL :=
⊕

λ∈L Vλ and L runs over the nonempty sets of places λ of E that divide `. Conjec-
ture 7.1 is equivalent to showing that the maximum in (7.2) is obtained with L = {λ : λ|`}; this is
obvious in the case of Proposition 7.4 where E = Q.

8. Improvements on Masser’s bound

Consider a nonzero abelian variety A defined over a number field K. From Masser [Mas], we
always have the bound βA ≤ dimA. The goal of this section is to prove the following, which
describes when Masser’s bound can be improved upon.

Theorem 8.1. We have βA ≤ dimA, with equality holding if and only if A is isogenous over K
to a power of a CM elliptic curve.

Before beginning the proof, we will need to prove a few lemmas. Fix any prime `. We first give
some equivalent conditions for an abelian variety to have complex multiplication.

Lemma 8.2. Let A be a nonzero abelian variety over K that is isogenous over K to a power of a
geometrically simple abelian variety. Then the following are equivalent:

(a) A has complex multiplication,
(b) GA is a torus,
(c) G◦A,` is a torus for some, equivalently for every, prime `,

(d) there is a representation W ⊆ V`(A)⊗Q` Q` of (G◦A,`)Q` of degree 1 for some, equivalently

for every, prime `.

Proof. There is no harm in replacing A by its base change by a finite extension of K. So we may
assume that A is isogenous to a power of a geometrically simple abelian variety A1/K. Observe
that if one of the conditions (a)–(d) holds for A, then the corresponding condition also holds for A1.
So without loss of generality, we may assume that A is geometrically simple. After again replacing
the field K by a finite extension, we may further assume that End(A) = End(AK) and that GA,`
is connected. Define g := dimA.

Define D := End(A)⊗Z Q. Since A is geometrically simple, D is a division algebra. Denote the

center of D by F and define the natural numbers d := [F : Q] and e := [D : F ]1/2. With notation
as in §2.1, we have GA ⊆ GLV . By Lemma 2.1(ii), D agrees with the subalgebra of EndQ(V )
that commutes with GA. Since D is a division algebra, V is an irreducible representation of the
reductive group GA.

Set L := Q`. We have an isomorphism

D ⊗Q L = D ⊗F (F ⊗Q L) ∼= D ⊗F (
∏
σ

L) ∼=
∏
σ

(D ⊗F,σ L) ∼= Me(L)d
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of L-algebras, where the products are over the d embeddings F ↪→ L. In particular, the L-subalgebra
of EndL(V ⊗Q L) that commutes with (GA)L is isomorphic to Me(L)d. Since (GA)L is reductive,
we must have an isomorphism

V ⊗Q L ∼= U e1 ⊕ · · · ⊕ U ed(8.1)

of representations of (GA)L, where the Ui are irreducible and pairwise nonisomorphic. Since V is
an irreducible representation of GA, the Ui must all have the same dimension over L. In particular,
dimL Ui = (dimV )/(de) = 2g/(de).

From Proposition 2.4(ii), we find that the L-subalgebra of EndL(V`(A) ⊗Q` L) that commutes
with (GA,`)L is isomorphic to D ⊗Q L ∼= Me(L)d. So we have an isomorphism

V`(A)⊗Q` L
∼= W e

1 ⊕ · · · ⊕W e
d(8.2)

of representations of the reductive group (GA,`)L, where the Wi are irreducible and pairwise noniso-
morphic. Using the comparison isomorphism V ⊗Q Q` = V`(A) and the inclusion GA,` ⊆ (GA,`)Q`
from Proposition 2.7(i), we conclude that (8.1) and (8.2) give the same decomposition of V`(A)⊗Q`L
into irreducible representations of (GA,`)L.

We first show that (a) and (b) are equivalent. First suppose that A has complex multiplication.
Since A is geometrically simple, D = F is a number field of degree 2g. So e = 1 and d = 2g, and
hence each Ui has dimension (2g)/de = 1. Since the representation of (GA)L on U1 ⊕ · · · ⊕ Ud is
faithful and all the Ui have dimension 1, we deduce that (GA)L, and hence also GA, is commutative.
Therefore, the reductive group GA must be a torus which completes the proof that (a) implies (b).
Now suppose instead that GA is a torus. Since V is an irreducible representation of the torus GA
and L is algebraically closed, V ⊗Q L will be a direct sum of irreducible representations of (GA)L
each having dimension 1 and multiplicity 1. So in this case, we will have e = 1 and dimUi = 1 for
all 1 ≤ i ≤ d. So 2g/d = 2g/(de) = dimUi = 1 and hence d = 2g. Therefore, D = F is a number
field of degree 2g and hence A has complex multiplication. This completes the proof that (a) and
(b) are equivalent.

That (b) implies (c) for every prime ` is a direct consequence of the inclusionGA,` ⊆ (GA)Q` from
Proposition 2.7(i). That (c) for a given (resp. every) prime ` implies (d) for the same (resp. every)
prime ` is immediate since the irreducible representations of a torus over an algebraically closed
field all have degree 1.

Finally assume that (d) holds for some prime `. It suffices to show that (b) holds. From
our decomposition (8.1) into irreducibles, one of the irreducible summands Ui must be isomorphic
to W as a representation of (GA,`)L. Since all the Ui have the same dimension, we deduce that
dimUi = dimW = 1 for all 1 ≤ i ≤ d. The group (GA)L must be commutative since it acts
faithfully on a direct sum of degree 1 representations. Therefore, the reductive group (GA)L, and
hence also GA, must be a torus. �

We now describe when the `-adic monodromy group of a nonzero abelian variety has smallest
possible dimension.

Lemma 8.3. Let B be a nonzero abelian variety over K. Then dimGB,` ≥ 2, with equality holding

if and only if B is isogenous over K to a power of a CM elliptic curve.

Proof. After replacing B by its base extension by some finite extension of K, we may assume that
the group GB,` is connected.

The group GB,` is reductive by Proposition 2.5(i), so the quotient S := GB,`/Z(GB,`) is semisim-
ple, where Z(GB,`) is the center of GB,`. If S 6= 1, then dimS ≥ 3 since the smallest dimension
of a non-trivial semisimple group is 3 (realised by forms of SL2 and SL2 /{±I}). In particular,
we have dimGB,` ≥ 3 whenever S 6= 1. So for the rest of the proof, we may assume that S = 1;
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equivalently, GB,` is a torus. By Lemma 8.2, GB is also a torus and B has complex multiplication.
We have (GB)Q`

∼= GB,` by [UY13, Corollary 2.11]. So it suffices to prove that dimGB ≥ 2, with

equality holding if and only if B is isogenous over K to a power of a CM elliptic curve.
After replacing B by its base change by some finite extension of K, we may assume that B is

isogenous to a product
∏n
i=1B

mi
i , where the Bi are abelian varieties over K that are geometrically

simple and pairwise nonisogenous.
Take any 1 ≤ i ≤ n. Since B has complex multiplication, Bi has complex multiplication and

GBi is a torus. Since GBi is a quotient of GB, we have

dimGB ≥ dimGBi ≥ 2 + log2 dim(Bi) ≥ 2

by [Rib80, Equation (3.5)], where the last inequality is an equality only if Bi is an elliptic curve.
So dimGB ≥ 3 if at least one of the Bi is not an elliptic curve. We can thus assume that each Bi
is a CM elliptic curve.

Suppose that n ≥ 2. Since GB1×B2 is a quotient of GB and B1 and B2 are nonisogenous CM
elliptic curves, we have

dimGB ≥ dimGB1×B2 = 3

by [MZ99, Corollary 3.9]. Finally, in the case n = 1, i.e., B is isogenous (over K) to a power of a
CM elliptic curve B1, we have dimGB = dimGB1 = 2. �

We now consider bounds for γA,` when A has complex multiplication. This case is easy to study
because we know that the Mumford–Tate conjecture holds.

Lemma 8.4. Let A be a nonzero abelian variety over K that has complex multiplication. Then
γA,` ≤ dimA, with equality holding if and only if A is isogenous over K to a power of a CM elliptic
curve.

Proof. After replacing A by its base change by a finite extension of K, we may assume A is isogenous
to a product

∏n
i=1A

mi
i , where the Ai are abelian varieties over K that are geometrically simple

and are pairwise nonisomorphic. By definition we have

γA = max
∅6=I⊆{1,...,n}

2 dimAI
dimGAI

,

where AI :=
∏
i∈I A

mi
i . Since A has complex multiplication, so do all the AI . Since the Mumford–

Tate conjecture holds for all abelian varieties with complex multiplication [Poh68], Lemma 3.9(ii)
implies that

γA,` = max
∅6=I⊆{1,...,n}

2 dimAI
dimG◦AI ,`

.

Take any nonempty I ⊆ {1, . . . , n}. By Lemma 8.3, we have

2 dimAI/dimG◦AI ,` ≤ (2 dimAI)/2 = dimAI ≤ dimA,

with 2 dimAI/ dimG◦AI ,` = dimA if and only if I = {1, . . . , n} and AI is isogenous over K to a
power of a CM elliptic curve. The lemma is now immediate after taking the maximum over all
I. �

We now consider powers of geometrically simple abelian varieties.

Lemma 8.5. Let A be a nonzero abelian variety over K that over K is isomorphic to a power of
a simple abelian variety. We have γA,` ≤ dimA, with equality holding if and only if A is isogenous

over K to a power of a CM elliptic curve.
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Proof. After replacing A by its base change by a finite extension of K, we may assume that the
group GA,` is connected and that A is isogenous to a power of a geometrically simple abelian variety
A1/K. By Proposition 3.5(ii), we have

γA,` =
dimW

dimGA,` − dim(GA,`)W

for some nonzero Q`-subspace W ⊆ V`(A) that is the direct sum of isotypic components of V`(A) as
a representation of GA,`. Define δ := dimGA,` − dim(GA,`)W . If δ ≥ 3, then γA,` = (dimW )/δ ≤
(2 dimA)/3 < dimA. So it remains to consider the cases where δ is 1 or 2.

Suppose that δ = 2. We have γA,` = (dimW )/δ = (dimW )/2 ≤ (2 dimA)/2 = dimA. Now
suppose we have an equality γA,` = dimA and hence dimW = 2 dimA. Therefore, W = V`(A) and
we then have (GA,`)W = 1. So dimA = γA,` = (2 dimA)/(dimGA,` − 0) and hence dimGA,` = 2.

By Lemma 8.3, we deduce that A is isogenous over K to a power of a CM elliptic curve.
Suppose that δ = 1. We know that GA,` contains the group Gm of homotheties of V`(A). Since

GA,` is connected and δ = 1, we have GA,` = Gm · (GA,`)W . In particular, GA,` acts on W via
homotheties. Therefore, any 1-dimensional subspace of W is a representation of GA,`. By the
equivalence of (a) and (d) in Lemma 8.2, we deduce that A has complex multiplication. The
lemma now follows from Lemma 8.4. �

We can now consider upper bounds of γA,` for an arbitrary abelian variety.

Theorem 8.6. Let A be a nonzero abelian variety over K. We have γA,` ≤ dimA, with equality

holding if and only if A is isogenous over K to a power of a CM elliptic curve.

Proof. After replacing A by its base change by a finite extension of K, we may assume that there
is an isogeny ϕ : A →

∏n
i=1Ai, where each Ai is a power of a geometrically simple abelian variety

Bi over K and the Bi are pairwise nonisogenous over K. We further assume that the group GA,`,
and hence all the groups GAi,`, are connected. By Proposition 3.5(ii), we have

γA,` =
dimW

dimGA,` − dim(GA,`)W

for some nonzero Q`-subspace W ⊆ V`(A) that is the direct sum of isotypic components of V`(A)
as a representation of GA,`. Our fixed isogeny ϕ induces an isomorphism V`(A) = ⊕ni=1V`(Ai) of
representations of GA,`. We have HomGA,`(V`(Ai), V`(Aj)) = Hom(Ai, Aj)⊗ZQ` = 0 for all distinct
1 ≤ i, j ≤ n by Proposition 2.4(iii). Therefore, W = ⊕ni=1Wi, where Wi is a direct sum of isotypic
components of V`(Ai) as a representation of GAi,`.

Let I be the set of i ∈ {1, . . . , n} with Wi 6= 0. For each i ∈ I, we have a natural homomorphism
of groups GA,`/(GA,`)W � GAi,`/(GAi,`)Wi (we have used that Wi and W are direct sum of isotypic
components to guarantee that we are taking a quotient by a normal subgroup). In particular,

dimGA,` − dim(GA,`)W ≥ dimGAi,` − dim(GAi,`)Wi .

Therefore,

γA,` =
∑
i∈I

dimWi

dimGA,` − dim(GA,`)W
≤
∑
i∈I

dimWi

dimGAi,` − dim(GAi,`)W
≤
∑
i∈I

γAi,`.

By Lemma 8.5, we have ∑
i∈I

γAi,` ≤
∑
i∈I

dimAi ≤ dimA,

with equalities holding if and only if I = {1, . . . , n} and Ai is isogenous over K to a power of a CM
elliptic curve for all 1 ≤ i ≤ n. In particular, we have show that γA,` < dimA whenever A does not
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have complex multiplication. The case where A has complex multiplication has already been dealt
with in Lemma 8.4. �

Proof of Theorem 8.1. By Theorem 6.2, we have βA = γA,` for some prime `. The theorem is then
an immediate consequence of Theorem 8.6. �

9. The extension generated by a single torsion point

In this section we prove the following result concerning the degrees of the extensions generated
by a single torsion point. In §9.4, we will use it to prove Theorem 1.6. We make use of the notation
d1 from §5.2.

Theorem 9.1. Let A be a nonzero abelian variety defined over a number field K. Define δ to be
the minimum value of dimG◦A,` − d1(G◦A,`) as we vary over all primes `. Take any real number

ε > 0. Then for any integer n ≥ 1 and any point P ∈ A(K) of order n, we have

[K(P ) : K]�A,ε n
δ−ε.

Moreover, δ is the largest real number with this property.

The structure of the proof is similar to that of Theorem 1.1: we reduce to the case when the
order of P is the power of a single prime ` and we establish the required inequality separately for
each prime, with a constant which is independent of ` for `�A 1.

9.1. Some lemmas.

Lemma 9.2. Fix a Noetherian integral domain R and let F be its fraction field. Let G be a reductive
subgroup of GLn,R. Take any integer m ≥ 0. Then there is a unique reduced closed subscheme Zm
of AnR such that for any field k that is an R-algebra and any w ∈ kn, we have w ∈ Zm(k) if and
only if dim(Gk)W ≥ m where W := k · w ⊆ kn.

Proof. The group G is a smooth group scheme over S := SpecR. There is a natural left action of
G on the S-scheme X := AnR. Define the morphisms f : G×S X → X ×S X and ∆: X → X ×S X
by (g, x) 7→ (g · x, x) and x 7→ (x, x), respectively. We define Y to be the X-scheme given by the
cartesian product

Y //

��

X

∆
��

G×S X
f
// X ×S X.

This defines an X-group scheme Y that we may view as a closed X-group subscheme of G ×S X,
and Y is of finite type over X; for details see [SGA3 I, V.10.2]. The function

X → Z, x 7→ dimYx,

where Yx is the fiber of Y over x, is upper semicontinuous as a consequence of Chevalley’s semicon-
tinuity theorem, cf. [SGA3 I, VI B.4.1]. Equivalently, for each integer m ≥ 0, the set Zm of points
x ∈ X that satisfy dimYx ≥ m can be viewed as a reduced closed subscheme of X.

Now consider any field k that is an R-algebra. Take any nonzero w ∈ kn = X(kn) and define
the subspace W := k · w ⊆ kn. The fiber Yw is group scheme over k that is isomorphic to the
algebraic subgroup of Gk that fixes w. In particular, Yw ∼= (Gk)W and hence dimYw = dim(Gk)W .
Therefore, w ∈ Zm(k) if and only if dim(Gk)W ≥ m.

Finally, Zm as given in the statement of the lemma is unique since it is a reduced closed subscheme
of AnR for which we know the set Zm(k) for all fields k that are R-algebras. �

We now give some basic properties of d1(G) when G is defined over a field.
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Lemma 9.3. Let F be a field and fix an algebraic closure F . Let G be a reductive subgroup of GLV
where V is a finite dimensional vector space over F .

(i) For any field extension L of F , we have d1(GL) ≤ d1(GF ).
(ii) For any algebraically closed field L containing F , we have d1(GL) = d1(GF ).

Proof. After choosing a basis for V , we may assume that G is a subgroup of GLn,F . Fix notation as
in Lemma 9.2 with R := F . Let m1 ≥ 0 be the maximal integer for which the F -variety Zm1 −{0}
is nonempty (note that Zm is empty whenever m > dimG). For any field extension L/F , the set
Zm(L)−{0} is empty for all m > m1. Therefore, d1(GL) ≤ m1 by the description of the sets Zm(L)
in Lemma 9.2.

Now take any algebraic closed field L containing F . Then m1 ≥ 0 is also the minimal integer for
which the set Zm1(L) − {0} is nonempty. From our description of the sets Zm(L) in Lemma 9.2,
we deduce that d1(GL) = m1. In particular, when L = F we have d1(GF ) = m1. The lemma is
now immediate. �

The following shows that for ` large enough, d1 of the special and generic fibers of the Z`-scheme
GA,` will agree.

Lemma 9.4. Let A be a nonzero abelian variety defined over a number field K. Assume that the
groups GA,` are connected for all `. Then d1((GA,`)F`) = d1(GA,`) for all sufficiently large primes
`.

Proof. By taking ` large enough, we may assume that GA,` is reductive by Proposition 2.5(ii). After
choosing a basis for the `-adic Tate module, we shall view GA,` as a closed subgroup of GL2g,Z` .
Also by taking ` sufficiently large, we may assume that (GA,`)Zun

`
is conjugate in GL2g,Zun

`
to GZun

`

for one of the finitely many reductive groups G ⊆ GL2g,Z from Proposition 2.10. Take any integer
0 ≤ m ≤ (2g)2.

With R = Z and G = G, let Zm be the subscheme of A2g
Z from Lemma 9.2. Define C0 := Zm. For

i ≥ 0, we recursively define Ci+1 to be the singular locus of Ci. Note that the Ci are reduced closed

subschemes of A2g
Z . Let r ≥ 0 be the minimal integer for which the generic fiber of the Z-scheme

Cr is empty. There is a positive integer N so that (Cr)Z[1/N ] is empty. By taking ` large enough,
we may assume that ` - N (this uses that there are only finitely many m and G we are considering).

For each 0 ≤ i < r, define the Z-scheme Ui := Ci − Ci+1; it is clearly a regular scheme. The
generic fiber of Ui is a variety over Q that is regular and hence is smooth. So there is a positive
integer N such that (Ui)Z[1/N ] is a smooth scheme over Z[1/N ]. By taking ` large enough, we may
assume that (Ui)Z` is smooth for all 0 ≤ i < r.

With R = Z` and G = GA,`, let Zm,` be the reduced closed subscheme Zm of A2g
Z` from Lemma 9.2.

Define C0,` := Zm,`. For i ≥ 0, we recursively define Ci+1,` to be the singular locus of Ci,`; they

are closed subschemes of A2g
Z` . Using that singular loci and the construction of the scheme from

Lemma 9.2 are both stable under base change, we deduce that (Ci,`)Zun
`

and (Ci)Zun
`

are isomorphic

Zun
` -schemes. Since (Cr,`)Zun

`

∼= (Cr)Zun
`

is empty and the inclusion Z` ⊆ Zun
` is a faithfully flat ring

map, we find that Cr,` is also empty. For 0 ≤ i < r, define the Z`-scheme Ui,` := Ci,` − Ci+1,`. We
have Ui,` ∼= (Ui)Z` and hence Ui,` is smooth. By Hensel’s lemma and the smoothness of Ui,`, the
reduction modulo ` map Ui,`(Z`)→ Ui,`(F`) is surjective for all 1 ≤ i < r. Since Cr,` is empty, we
find that Zm,`(F`) = ∪0≤i<rUi,`(F`) and hence Zm,`(Z`)→ Zm,`(F`) is surjective.

So after taking ` sufficiently large, we have shown that for all integers m ≥ 0, the reduction
modulo ` map Zm,`(Z`)→ Zm,`(F`) is surjective; this is trivial for the excluded integers m > (2g)2

since Zm,` will be empty. In particular, if Zm,`(F`) − {0} is nonempty, then Zm,`(Q`) − {0} is
nonempty as well. Now suppose that Zm,`(Q`) contains a nonzero element w. We can scale w
by any nonzero element of Q` and it will still lie in Zm,`(Q`). So without loss of generality, we
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may assume that w ∈ Z2g
` − `Z2g

` . We have w ∈ Zm(Z`) and its reduction modulo ` gives a
nonzero element of Zm(F`). So by taking ` sufficiently large, we have shown that for all m ≥ 0,
Zm,`(F`) − {0} is nonempty if and only if Zm,`(Q`) − {0} is nonempty. The lemma is now an
immediate consequence of Lemma 9.2. �

Lemma 9.5. Let G be a reductive subgroup of GLn,Z[1/N ] for some positive integer N . Then for

all sufficiently large primes ` - N and all one-dimensional subspaces W of Fn` , the group (GF`)W is
smooth.

Proof. Fix a generator w of W . The group (GF`)W is defined inside GLn,F` by the equations of GF`
(whose number and degrees are bounded uniformly in `), together with the n linear equations that
encode the condition g · w = w. In particular, the number of equations defining (GF`)W and their

degrees are bounded uniformly in `. The result then follows immediately from [Lom17, Proposition
1] (notice that this result is stated for finite fields of characteristic `, but the proof makes it clear
that it also applies to F`). �

9.2. Prime power case. Throughout this section, we let A be a nonzero abelian variety defined
over a number field K for which the groups GA,` are connected for all `. We shall prove that
Theorem 9.1 holds when we restrict to the case where n is a power of a prime `. We first give an
argument that will work for all sufficiently large ` and then one that will work for any remaining `.

Proposition 9.6. For any prime `�A 1, if P ∈ A(K) is a point of order `e, then

[K(P ) : K]�A (`e)dimGA,`−d1(GA,`).

Proof. By taking ` �A 1, we may assume by Proposition 2.5 that the Z`-group scheme GA,` ⊆
GLT`(A) is reductive and that ` is odd. By choosing a basis for T`(A) as a Z`-module, we identify
GA,` with an algebraic subgroup of GL2g,Z` . In particular, we have (GA,`)F` ⊆ GL2g,F` . Define
g := g` ⊆M2g(F`) as in §4.1; it is the Lie algebra of (GA,`)F` by Lemma 4.2.

Define the number field L := K(P ) and the group U := A(L)[`∞]. Following the proof of
Theorem 4.1 given in §4.2, we find that

[L : K]�A `
∑∞
j=0(dim g−dim gWj )

,

where Wj is a certain subspace of F2g
` that satisfies Wj

∼= U [`i+1]/U [`i] . Note that the sum occuring
in the exponent is actually finite since for j large enough we have Wj = 0 and hence gWj = g.

Since U contains the point P of order `e, we have subspaces W ′j ⊆Wj satisfying dimW ′j = 1 for

0 ≤ j < e and W ′j = 0 for j ≥ e. Since clearly dim gW ′j ≥ dim gWj , we obtain

[K(P ) : K] = [L : K]�A `

∑e−1
j=0(dim g−dim gW ′

j
)
.

Set G := (GA,`)F` . We claim that for ` �A 1, the group variety GW is smooth for all one-

dimensional subspaces W ⊆ F2g
` . It suffices to show that (GF`)W is smooth for all one-dimensional

subspaces W ⊆ F2g
` . Let {Gi}i∈I be the finite collection of reductive subgroups of GL2g,Z from

Proposition 2.10. By taking ` �A 1, Proposition 2.10 implies that GF` and GF` are conjugate
subgroups of GL2g,F` , where G = Gi for some i ∈ I. The claim then follows from Lemma 9.5 and

the finiteness of I.
By taking `�A 1, the above claim proves that GW ′j is smooth for all j. We thus have dim gW ′j =

dimGW ′j since gW ′j is the Lie algebra of the smooth group variety GW ′j . Therefore, dim gW ′j ≤ d1(G)

for all j. We have dim g = dimG since G is reductive and hence smooth. So we obtain the inequality

[K(P ) : K]�A (`e)dimG−d1(G).
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We have dimG = dimGA,` since GA,` is reductive. We have d1(G) = d1(GA,`) for ` �A 1 by
Lemma 9.4. The proposition is now immediate. �

Proposition 9.7. For every prime ` and every point P ∈ A(K) of order `e, we have

[K(P ) : K]�A,` (`e)dimGA,`−d1(GA,`).

Proof. Set G = GA,`. We begin by showing the following analogue of Proposition 5.7. Let G ⊆
GLn,Z` be a linear group scheme such that G = GQ` has finite slope. There is a positive constant
C(G) such that for every m ≥ 1 and every cyclic subgroup H ⊆ (Z/`mZ)n = An(`m) we have

(9.1) [G(Z`) : fixG(Z`)(H)] ≥ 1

C(G)
|H|dimG−d1(G),

where
fixG(Z`)(H) := {M ∈ G(Z`) |πm(M) is the identity on H}.

The proposition can be deduced from this statement (applied to the subgroup H generated by P )
exactly as Theorem 5.1 is deduced from Proposition 5.7.

To prove (9.1) we proceed as in the proof of Proposition 5.7, taking in particular the same
notation. For the convenience of the reader, we repeat here the main steps, which in the present
setting are much simpler than in the general case.

Since H is cyclic, generated by a point of order `e, we can take r = 1 and m1 = m = e. We also
set W1 := Z`e1 and G1 := FixGZ` (W1), where e1 ∈ Z2g

` projects to a generator of H modulo `m. We

then obtain

[G(Z`) : fixG(Z`)(H)] ≥ |πm1(G(Z`))|
|πm1(fixG(Z`)(H))|

.

The numerator is lower-bounded by C1(G)`m dimG, see Lemma 5.16. The denominator is at most
the cardinality of G1(`m), which by Proposition 5.9 (applied to G1, r = 1 and m′ = 0) is at most

C(G)`d1(G)m. Hence, the quantity above is lower-bounded by C1(G)
C(G) `

m(dimG−d1(G)), as desired. �

9.3. Proof of Theorem 9.1. After replacing K by a finite extension, and A by its base extension
to this field, we may assume that all the groups GA,` are connected by Proposition 2.3. This is
allowable since it will only increase the degree of K(P ) by a uniformly bounded quantity and will
not change the groups G◦A,`.

Let P ∈ A(K) be any torsion point and denote its order by n. We have a factorization n =∏
`|n `

e` and P =
∑

`|n P` with P` ∈ A(K) a torsion point of order `e` . By Proposition 2.9 there

exists a finite extension K ′ of K such that the extensions K ′(A[`∞])/K ′ are all linearly disjoint as
` ranges over the prime numbers. Thus, we have

(9.2) [K(P ) : K]�A [K ′(P ) : K ′] =
∏
`|n

[K ′(P`) : K ′].

By Propositions 9.6 and 9.7, we obtain the inequality

(9.3) [K ′(P`) : K ′] ≥ C · (`e`)dimGA,`−d1(GA,`) ≥ C`ε · (`e`)dimGA,`−d1(GA,`)−ε

for all `|n, where C is a positive constant depending only on A. Combining (9.2) and (9.3), and
using that C`ε ≥ 1 for all `�A,ε 1, we obtain

[K(P ) : K]�A,ε

∏
`|n

(`e`)dimGA,`−d1(GA,`)−ε

and hence [K(P ) : K]�A,ε n
δ−ε.

It remains to show that δ is the maximal value for which [K(P ) : K] �A,ε n
δ−ε holds for all

ε > 0, all positive integers n and all torsion points P ∈ A(K) of order n. Choose a prime `
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for which δ = dimGA,` − d1(GA,`). There is a one-dimensional subspace W of V`(A) for which
d1(GA,`) = dim(GA,`)W . Define W := W ∩ T`(A); it is a rank one Z`-module. Let w be a Z`-basis
of W. For every e ≥ 1, the image of w in T`(A)/`eT`(A) = A[`e] defines a torsion point Pe of exact
order `e. Arguing as in the proof of Theorem 6.2, we obtain

[K(Pe) : K] =
[K(A[`e]) : K]

[K(A[`e]) : K(Pe)]
�A,` (`e)dimGA,`−dim((GA,`)W ) = (`e)δ.

Letting e → ∞, we see that δ in the statement of the theorem cannot be replaced with a larger
value.

9.4. Proof of Theorem 1.6. After replacing K by a finite extension, and A by its base extension
to this field, we may assume that all the groups GA,` are connected by Proposition 2.3. Note
that this only changes the degree [K(P ) : K] by a uniformly bounded amount. Let δ be the
minimal value dimGA,`− d1(GA,`)) as we vary over all primes `. The theorem will then be a direct
consequence of Theorem 9.1 once we show that δ = d.

We claim that δ = dimGA − d1((GA)Q). We have (GA)Q` = GA,` since we are assuming the

Mumford–Tate conjecture for A, and hence dimGA = dimGA,` and d1((GA)Q`) = d1(GA,`). There-
fore, δ = dimGA −max` d1((GA)Q`) and we need only prove that d1((GA)Q) = max` d1((GA)Q`).

For all `, we have d1((GA)Q) ≥ d1((GA)Q`) by Lemma 9.3(i). So it suffices to show that d1((GA)Q) ≤
d1((GA)Q`) for some prime `. Set m := d1((GA)Q). By choosing a basis, we may assume GA is a

subgroup of GL2g,Q. With R = Q and G = GA, let Zm be the subscheme of A2g
Q from Lemma 9.2.

By our choice of m, there is a nonzero w ∈ Zm(Q). Let L ⊆ Q be a number field for which
w ∈ Zm(L). Take any prime ` that splits completely in L. There is an embedding L ↪→ Q` and
hence Zm(Q`) contains a nonzero element. From our description of the set Zm(Q`) from Lemma 9.2,
we deduce that d1((GA)Q`) ≥ m which completes our proof of the claim.

By the above claim and Lemma 9.3(ii), we have δ = dimGA−d1((GA)C). By choosing a basis for
VA, we may view GA as a subgroup of GL2g,Q. Take any nonzero w ∈ C2g. With W := Cw, define

H := ((GA)C)W ; it is the subgroup of (GA)C that fixes w. Let (GA)C → A2g
C be the morphism g 7→

g ·w. This morphism factors through an immersion (GA)C/H ↪→ A2g
C , cf. [Mil17, Proposition 7.17].

Therefore, the orbit of w under the action of (GA)C has dimension dimGA − dim((GA)C)W . By
varying over all nonzero w ∈ C2g, we deduce that d = dimGA − d1((GA)C). Therefore, δ = d.
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[Mas] David W. Masser, Lettre à Daniel Bertrand du 10 novembre 1986. ↑1, 8
[MW95] David W. Masser and Gisbert Wüstholz, Refinements of the Tate conjecture for abelian varieties, Abelian

varieties (Egloffstein, 1993), de Gruyter, Berlin, 1995, pp. 211–223. MR1336608 ↑
[Mil80] James S. Milne, Étale cohomology, Princeton Mathematical Series, No. 33, Princeton University Press,

Princeton, N.J., 1980. ↑3.2, 5.4
[Mil17] , Algebraic groups. The theory of group schemes of finite type over a field, Camb. Stud. Adv. Math.,

vol. 170, Cambridge: Cambridge University Press, 2017 (English). ↑3.2, 9.4
[MZ99] B. J. J. Moonen and Yu. G. Zarhin, Hodge classes on abelian varieties of low dimension, Math. Ann. 315

(1999), no. 4, 711–733, DOI 10.1007/s002080050333. MR1731466 ↑8
[Nor87] Madhav V. Nori, On subgroups of GLn(Fp), Invent. Math. 88 (1987), no. 2, 257–275, DOI

10.1007/BF01388909. MR880952 ↑2.6
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Tome III: Structure des schémas en groupes réductifs, New annotated edition of the 1970 original published
by Springer, Doc. Math. (SMF), vol. 8, Paris: Société Mathématique de France, 2011 (French). ↑2.5
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