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Abstract. For any number field K and integer 0 ≤ r ≤ 4, we prove that there are infinitely
many elliptic curves over K of rank r. Our elliptic curves are obtained by specializing well-
chosen nonisotrivial elliptic curves over the function field K(T ) at elements of K. We use a
result of Kai, which generalizes work of Green, Tao and Ziegler to number fields, to choose
our specializations so that we have control over the bad primes and can perform a 2-descent
to obtain an optimal upper bound on the rank.

1. Introduction

Let K be a number field. For an elliptic curve E defined over K, the abelian group E(K)
consisting of the K-rational points of E is finitely generated. The rank of E is the rank of
the abelian group E(K).
There are two natural questions concerning the distribution of ranks. What integers occur

as the rank of an elliptic curve over K? What integers occur as the rank of infinitely many
elliptic curves over K? Our main theorem addresses these questions for small ranks. Let K
be an algebraic closure of K.

Theorem 1.1. For any number field K and integer 0 ≤ r ≤ 4, there are infinitely many
elliptic curves E over K, up to isomorphism over K, of rank r.

This theorem covers all cases of number fields K and integers r for which it known that
there are infinite many elliptic curve over K of rank r, cf. §1.1 for earlier results.

We state the following immediate consequence to emphasize that even the existence of an
elliptic curve of a given rank is a nontrivial result when working over a general number field.

Corollary 1.2. For any number field K and integer 0 ≤ r ≤ 4, there is an elliptic curve E
over K of rank r.

There is a natural method for constructing many elliptic curves of large rank. From Elkies
[Elk07, II], there is a nonisotrivial elliptic curve E over the function field Q(T ) so that the
finitely generated group E(Q(T )) has rank 18. A theorem of Silverman [Sil83] then implies
that for all but finitely many t ∈ K, specializing a fixed Weierstrass model of E at t produces
an elliptic curve Et over K of rank at least 18. Unfortunately, it is unclear how to compute
the rank of Et for infinitely many t ∈ K. For each 0 ≤ r ≤ 4, our theorem is proved by using
a specific nonisotrivial elliptic curve E/Q(T ) of rank r and showing that there are infinitely
many t ∈ K for which Et/K has rank r.

Concerning what ranks actually occur over a fixed number field, it is not even clear if they
are uniformly bounded, cf. [PPVW19, §3] for a brief history on the problem. In [PPVW19],
a heuristic is given for uniformly bounded ranks which predicts that there are infinitely many
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elliptic curves over Q of rank r for each 0 ≤ r ≤ 20 and that there are only finitely many
elliptic curves over Q of rank greater than 21.

1.1. Earlier results. The r = 0 case of Theorem 1.1 was proved by Mazur and Rubin,
cf. [MR10, Theorem 1.11]. The r = 1 case of Theorem 1.1 was until recently known only for
a few number fields K; for example, see [Sat87, Théorème 3.1] or [BS14] for K = Q.

Other special cases of Theorem 1.1 are very recent. With K = Q, the r = 2 case of
Theorem 1.1 was proved in [Zyw25b]. The full r = 1 case was proved in [Zyw25c] and
also independently by Koymans and Pagano [KP25] who built off their ideas in [KP24]. In
[Sav25], it is shown that there are infinitely many elliptic curves over Q(i) of rank 2 however
they all have j-invariant 1728.

The basic strategy in the author’s recent rank papers [Zyw25a, Zyw25b, Zyw25c] is to
consider a well-chosen nonisotrivial E over a function field K(T ) that has rank r and to
prove that the specialization Et over K also has rank r for infinitely many t ∈ K. In [KP25],
rank 1 elliptic curves over K are constructed by considering quadratic twists of a “generic”
elliptic over K with full 2-torsion.

1.2. Overview. We give some motivation for our proof in the optional section §2. In §3, we
recall what we need on Selmer groups and compute some local conditions. In §4, we state
an axiomatic version of our theorem which is proved in §5. Finally in §6, we use five explicit
elliptic curves E/K(T ) to prove Theorem 1.1 for each 0 ≤ r ≤ 4 by applying our axiomatic
version.

1.3. Notation. Let K be a number field and let OK be its ring of integers. For each nonzero
prime ideal p of OK , let vp be the discrete valuation on K normalized so that vp(K

×) = Z.
For a finite set S of nonzero prime ideals of OK , let OK,S be the ring of S-integers, i.e.,

the ring of a ∈ K for which vp(a) ≥ 0 for all nonzero prime ideals p /∈ S of OK .
For a place v of K, we denote by Kv the completion of K at v. When v is finite, we let Ov

be the valuation subring of Kv. Note that when v is a finite place of K, we will frequently
switch between v and the corresponding prime ideal p of OK .

2. Ideas and motivation

We now describe some strategy and motivation for our proof; this will not be used later
and can be safely skipped. Let K be a number field. We will identify K(T ) with the function
field of P1

K = SpecK[T ] ∪ {∞}.
Consider a nonisotrivial elliptic curve E over K(T ) defined by a Weierstrass of the form

y2 = x3 + ax2 + bx

with a, b ∈ K[T ] and is minimal over K[T ]. The point (0, 0) ∈ E(K(T )) has order 2. There
is a degree 2 isogeny ϕ : E → E ′ whose kernel is generated by (0, 0), where E ′ is the elliptic
curve over K(T ) defined by

y2 = x3 + a′x2 + b′x

with a′ := −2a and b′ := a2 − 4b. We assume that the groups E(K(T )) and E ′(K(T )) are
known.

Let π : E → P1
K be the smooth minimal elliptic surface corresponding to E/K(T ). Let B

be the (finite) set of points in P1(K) over which the fiber of π is singular. After replacing T
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by another generator of the function field of P1
K over K and changing the Weierstrass model,

we may assume that B is a subset of OK ⊆ K ∪ {∞} = P1(K).
Let ∆ ∈ K[T ] be the discriminant of our Weierstrass model. Note that B is the set of

roots of ∆ in K. For each t ∈ K − B, specializing our model at t gives an elliptic curve Et

over K defined by the equation y2 = x3 + a(t)x2 + b(t)x. We also have an elliptic curve E ′
t

over K defined by y2 = x3 + a′(t)x2 + b′(t)x. Using that the fiber of π over ∞ is smooth,
one can show that here is a finite set S of nonzero prime ideals of OK such that for each
t ∈ K − B, Et has good reduction at a nonzero prime ideal p /∈ S of OK if and only if ∆(t)
has positive p-adic valuation.

The abelian group E(K(T )) is finitely generated and we denote its rank by r. From
Silverman [Sil83], specialization defines an injective homomorphism E(K(T )) → Et(K) for
all but finitely many t ∈ K − B. In particular, we have

rankEt(K) ≥ r

for all but finitely many t ∈ K −B. The challenge is to prove the existence of t ∈ K −B for
which E(K) has rank exactly r. A minimalist conjecture loosely predicts that the density
of t ∈ K − B for which Et has rank r will have positive density (the heuristic being that a
typical curve over K in the family should have the smallest possible rank that is compatible
with the parity conjecture).

The main approach to computing upper bounds of ranks is via Selmer groups. In our
case, we will perform descent by 2-isogeny, cf. §3.1 for details. Take any t ∈ K − B. There
is an isogeny ϕt : Et → E ′

t of degree 2 whose kernel is generated by (0, 0). Using group
cohomology, we will obtain a group homomorphism

δE′
t
: E ′

t(K) → K×/(K×)2

with kernel ϕt(E(K)) that satisfies δE′
t
((x, y)) = x · (K×)2 for (x, y) ∈ E ′

t(K) − {0, (0, 0)}
and δE′

t
((0, 0)) = a′(t) · (K×)2. Similarly for each place v of K, we have a homomorphism

δE′
t,v
: E ′

t(Kv) → K×
v /(K

×
v )

2.
We can define the ϕt-Selmer group Selϕt(Et/K) to be the subgroup ofK×/(K×)2 consisting

of those cosets whose image in K×
v /(K

×
v )

2 lies in the image of δE′
t,v

for all places v of K. The
group Selϕt(Et/K) is finite and δE′

t
induces an injective homomorphism

E ′
t(K)/ϕt(Et(K)) ↪→ Selϕt(Et/K).

Similarly, we have a group homomorphism δEt : Et(K) → K×/(K×)2 that induces an injec-
tive homomorphism

Et(K)/ϕ̂t(E
′
t(K)) ↪→ Selϕ̂t

(E ′
t/K),

where ϕ̂t : E
′
t → Et is the dual isogeny of ϕt. Viewing our groups as vector spaces over F2,

we have

rankEt(K) = dimF2 δEt(Et(K)) + dimF2 δE′
t
(E ′

t(K))− 2.

cf. Lemma 3.1, which gives the upper bound

rankEt(K) ≤ dimF2 Selϕ̂t
(E ′

t/K) + dimF2 Selϕt(Et/K)− 2.

The Selmer groups Selϕ̂t
(E ′

t/K) and Selϕt(Et/K) are in principle computable and hence we
have a computable upper bound for the rank of Et. Unfortunately, the computation of
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Selmer groups requires knowledge of the primes of bad reduction of Et which is difficult to
control if we are varying over infinitely many t.

To control the primes of bad reduction, we will make the additional assumption that B
is also the the set of points in P1(K) over which the fiber of π is singular. Equivalently, ∆
factors into linear polynomials in K[T ].
Let OK,S be the ring of S-integers in K and let S∞ be the set of archimedean places of K.

For each v ∈ S, fix a nonempty open subset Uv of K
2
v . For each place v ∈ S∞, fix a nonempty

open subset Uv of Kv. We will make use of a result of Kai [Kai25, Proposition 13.2] which
implies that there are nonzero m,n ∈ OK,S such that the following hold:

• m− en with e ∈ B generate distinct prime ideals of OK,S,
• (m,n) lies in Uv for all v ∈ S,
• m/n lies in Uv for all v ∈ S∞.

Kai’s theorem is a generalization of work of Green, Tao and Ziegler to number fields. After
possibly increasing S first and taking t := m/n ∈ K with m and n as above, Et has bad
reduction at a nonzero prime ideal p /∈ S of OK if and only if pOK,S = (m − en)OK,S for
some e ∈ B. The type of reduction that Et has a prime ideal p ∈ S can be imposed by
making suitable choice of Up. By shrinking the sets Uv, we may assume that rankEt(K) ≥ r
always holds when t := m/n.
The goal is to possible extend the finite set S and choose sets {Uv}v∈S∪S∞ appropriately

so that, with m and n as above and t := m/n, the local conditions imposed guarantee that
the homomorphisms

E(K(T )) → Et(K)
δEt−−→ Selϕ̂t

(E ′
t/K)(2.1)

and

E ′(K(T )) → E ′
t(K)

δE′
t−−→ Selϕt(Et/K)(2.2)

are both surjective. If (2.1) and (2.2) were surjective, then we would know the image of δEt

and δE′
t
from which we could deduce the upper bound rankEt(K) ≤ r and thus prove that

rankEt(K) = r.
We still might have the inequality rankEt(K) ≤ r even if one of the homomorphisms (2.1)

or (2.2) is not surjective; in this case one can show thatX(Et/K)[2] ̸= 0 orX(E ′
t/K)[2] ̸= 0.

In §4, we give additional conditions on E to ensure this surjectivity and hence avoid 2-torsion
in our Tate–Shafarevich groups; many of the conditions are constraints on the singular fibers
of E → P1

K .
Let N be the conductor of the elliptic surface π : E → P1

K , i.e., the divisor of P1
K supported

on the closed points of P1
K over which the fiber of π is singular and each such point has

multiplicity 1 if the fiber is multiplicative and multiplicity 2 if the fiber is additive. There is
a simple upper bound

r = rankE(K(T )) ≤ rankE(K(T )) ≤ degN − 4,

cf. [Shi92, Corollary 2]. In §4, we will impose conditions that imply that rankE(K(T )) =
degN − 4. Having “maximal rank” will make the proof easier and in particular make it
easier to find t = m/n for which (2.1) and (2.2) are surjective. This is strong constraint on
E and it implies that the surface E has geometric genus 0, cf. [Shi92, equation (1.13′)]. For
the explicit E/K(T ) we will consider, E will be a rational elliptic surface with a 2-torsion
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point and hence r ≤ 4 by [OS91, Corollary 2.1].

In our proof of Theorem 1.1, we will use an explicit elliptic curve E/K(T ) for each 0 ≤
r ≤ 4. For example when r = 4, we will make use of the elliptic curve E over K(T ) defined
by the Weierstrass equation

y2 = x3 − 70(T 2 − 252) · x2 + 2472(T 2 − 112)(T 2 − 252) · x
whose discriminant is

∆ = 2143276(T − 11)2(T + 11)2(T − 25)3(T + 25)3(T − 39)(T + 39).

The set of points of P1
K over which the corresponding elliptic surface E → P1

K is singular is
B := {±11,±25,±39}. The conductor of E is N = (−11)+(11)+(−39)+(39)+2 · (−25)+
2 · (25) and hence rankE(K(T )) ≤ degN − 4 = 4. In fact, E(K(T )) has rank 4. Moreover,
E(K(T )) is isomorphic to Z/2Z× Z4 and is generated by the 2-torsion point (0, 0) and the
following independent points:

(14(T − 11)(T + 11), 1176(T − 11)(T + 11)),

(2(T − 11)(T − 25), 12(3T + 65)(T − 11)(T − 25)),

(14(T − 25)(T + 25), 2352(T − 25)(T + 25)),

(8(T + 11)(T + 25),−48(T + 11)(T + 25)(T − 45)).

Our proof will show that the elliptic curve Et overK has rank 4 for infinitely many t ∈ K−B.

3. Background on descent

We recall some background on descent by a 2-isogeny. See [Sil09, §X.4], and in particular
[Sil09, §X.4 Example 4.8], for the basics.

3.1. 2-descent. Fix a field K of characteristic 0 and let K be a fixed algebraic closure.
Let E be an elliptic curve over K with a fixed K-rational point P0 of order 2. There is a

degree 2 isogeny ϕ : E → E ′ whose kernel is generated by P0. Let ϕ̂ : E ′ → E be the dual
isogeny of ϕ. We can choose a Weierstrass model for E of the form

y2 = x3 + ax2 + bx(3.1)

with a, b ∈ K and P0 = (0, 0). We may take E ′ to be the elliptic curve over K defined by
the Weierstrass equation y2 = x3 + a′x2 + b′x, where a′ := −2a and b′ := a2 − 4b, and take
ϕ : E → E ′ to be

ϕ(x, y) = (y2/x2, y(b− x2)/x2).

The kernel of ϕ̂ is generated by the 2-torsion point (0, 0) of E ′.

Set GalK := Gal(K/K). Starting with the short exact sequence 0 → kerϕ→ E
ϕ−→ E ′ → 0

and taking Galois cohomology yields an exact sequence

0 → kerϕ→ E(K)
ϕ−→ E ′(K)

δE′−−→ H1(GalK , kerϕ).

Since kerϕ and {±1} are isomorphic GalK-modules, we have a natural isomorphism

H1(GalK , kerϕ)
∼−→ H1(GalK , {±1}) ∼−→ K×/(K×)2.(3.2)
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Using the isomorphism (3.2), we may view δE′ as a homomorphism

δE′ : E ′(K) → K×/(K×)2

whose kernel is ϕ(E(K)). In particular, we can identify E ′(K)/ϕ(E(K)) with a subgroup of
K×/(K×)2. For any point (x, y) ∈ E ′(K)− {0, (0, 0)}, we have

δE′((x, y)) = x · (K×)2.

We also have δE′(0) = 1 and δE′((0, 0)) = b′ · (K×)2.
In the same manner, we obtain a homomorphism δE : E(K) → K×/(K×)2 with kernel

ϕ̂(E ′(K)) that satisfies δE((x, y)) = x · (K×)2 for (x, y) ∈ E(K)−{0, (0, 0)} and δE((0, 0)) =
b · (K×)2. We now show that the images of δE and δE′ determine the rank of E.

Lemma 3.1. If E(K) is a finitely generated abelian group of rank r, then

r = dimF2 δE(E(K)) + dimF2 δE′(E ′(K))− 2.

Proof. Since E(K) is a finitely generated abelian group of rank r, the group E(K)/2E(K)
is finite and we have dimF2 E(K)/2E(K) = r + dimF2 E(K)[2]. There is an exact sequence

0 → ⟨(0, 0)⟩
ϕ(E(K)[2])

→ E ′(K)

ϕ(E(K))

ϕ̂−→ E(K)

2E(K)
→ E(K)

ϕ̂(E ′(K))
→ 0.(3.3)

We have dimF2 ⟨(0, 0)⟩/ϕ(E(K)[2]) = 1−(dimF2 E(K)[2]−1) = 2−dimF2 E(K)[2] and hence
from (3.3) we find that dimF2 E(K)/2E(K) is equal to

dimF2 E(K)/ϕ̂(E ′(K)) + dimF2 E
′(K)/ϕ(E(K))− (2− dimF2 E(K)[2]).

The lemma follows by combining our two expressions for dimF2 E(K)/2E(K) and using the

isomorphisms δE(E(K)) ∼= E(K)/ϕ̂(E ′(K)) and δE′(E ′(K)) ∼= E ′(K)/ϕ(E(K)). □

3.2. Number field case. Now assume further that K is a number field. Take any place v of
K. Applying the construction of §3.1 with E base changed to Kv we obtain a homomorphism

δE′,v : E
′(Kv) → K×

v /(K
×
v )

2

with kernel ϕ(E(Kv)). We can identify the ϕ-Selmer group of E/K, which we denote by
Selϕ(E/K), with the subgroup of K×/(K×)2 consisting of those square classes whose image
in K×

v /(K
×
v )

2 lies in Im(δE′,v) for all places v of K. The image of δE′ lies in Selϕ(E/K) and
hence we have an injective homomorphism

E ′(K)/ϕ(E(K)) ↪→ Selϕ(E/K).

Similar, we have an injective homomorphism E(K)/ϕ̂(E ′(K)) ↪→ Selϕ̂(E
′/K). These Selmer

groups are finite and are in principle computable. Using Lemma 3.1, these Selmer groups
give an upper bound on the rank of E. The following lemma links their cardinalities.

Lemma 3.2.

(i) We have

| Selϕ(E/K)|/| Selϕ̂(E
′/K)| =

∏
v

1
2
| Im(δE′,v)|,

where the product is over the places v of K.
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(ii) Let p be a nonzero prime ideal of OK that does not divide 2. Then

1
2
| Im(δE′,p)| = cp(E

′)/cp(E),

where cp(E) and cp(E
′) are the Tamagawa numbers of E and E ′, respectively, at p.

Proof. This was shown in [Zyw25c, Lemma 2.1]. Part (i) was a consequence of a result of
Cassels [Cas65] and part (ii) was deduced from [DD15]. □

3.3. Some local computations. Let R be a complete discrete valuation ring and let K
be its fraction field. Let m be the maximal ideal of R and let k = R/m be the residue field.
Assume that k does not have characteristic 2.

Now fix an elliptic curve E over K as in §3.1. With notation as in §3.1, we have an elliptic
curve E ′ over K and a homomorphism

δE′ : E ′(K) → K×/(K×)2.

We can identify R×/(R×)2 with a subgroup of K×/(K×)2. Using the discrete valuation ring
R, we can apply Tate’s algorithm [Sil94, Algorithm 9.4] to the curves E and E ′ to obtain
Kodaira symbols.

Lemma 3.3. Suppose that E and E ′ have Kodaira symbol I2n and In, respectively, for some
n ≥ 0.

(i) If E has split multiplicative reduction or n is odd, then Im(δE′) = 1.
(ii) If E and E ′ have good reduction, i.e., n = 0, then Im(δE′) ⊆ R×/(R×)2.

Proof. Let v : K → Z ∪ {+∞} be the discrete valuation normalized so that v(K×) = Z.
Choose an element π ∈ R for which v(π) = 1. Since R is a complete discrete valuation ring
and k has characteristic not equal to 2, we find that an element of R× is a square if and only
if its image in k is a square.

We may choose a model (3.1) for E/K with coefficients in R that is a minimal Weierstrass
model over R. The curve E ′/K is given by the model y2 = x3 − 2ax + (a2 − 4b)x. By our
assumptions on the Kodaira symbols, we have n = v(b) and a2 − 4b ∈ R×. In particular,
(a2 − 4b) · (K×)2 lies in R×/(R×)2 ⊆ K×/(K×)2.
Suppose that n ≥ 1. We have v(a) = 0 since otherwise v(a2 − 4b) > 0. Observe that

a2 − 4b is a square in K× since a2 − 4b lies in R× and a2 − 4b ≡ a2 (mod m). Therefore,
(a2 − 4b) · (K×)2 = 1 when n ≥ 1.
Now take any α ∈ Im(δE′)−{1, (a2−4b) ·(K×)2}. We have α = d ·(K×)2 for some d ∈ K×

that satisfies v(d) ∈ {0, 1}. Therefore, α = δE′((x, y)) for some (x, y) ∈ E ′(K) where x = dz2

with z ∈ K×. We have y2 = x3 − 2ax2 + (a2 − 4b)x and hence

w2 = dz4 − 2az2 + (a2 − 4b)/d(3.4)

for some w ∈ K. Since d is not a square in K we deduce that d is not square modulo m
when v(d) = 0.

Suppose that v(z) < 0. We have v(dz4) = 4v(z) + v(d) ≤ 4v(z) + 1. Therefore, v(dz4) <
2v(z) ≤ v(−2az2) and v(dz4) < −1 ≤ v((a2 − 4b)/d). From (3.4) and these valuations, we
deduce that 2v(w) = v(w2) is equal to v(dz4) = 4v(z)+v(d). This gives a contradiction when
v(d) is odd, so we have v(d) = 0 and v(w) = 2v(z). With e := −v(z), we have z = π−ez0
and w = π−2ew0 with w0, z0 ∈ R×. Multiplying both sides of (3.4) by π4e and reducing
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modulo m, we deduce that w2
0 ≡ dz40 (mod m). Thus d is a square modulo m which is a

contradiction.
Suppose that v(z) ≥ 0 and v(d) = 1. From (3.4) we deduce that 2v(w) = v(w2) equals

v((a2 − 4b)/d) = −v(d) = −1 which gives a contradiction.
Suppose that v(z) > 0 and v(d) = 0. From (3.4) we deduce that 2v(w) = v(w2) equals

v((a2 − 4b)/d) = −v(d) = 0. So w ∈ R× and w2 ≡ (a2 − 4b)/d (mod m). Since (a2 − 4b)/d
lies in R× and is a square modulo m, we deduce that (a2 − 4b)/d is a square in K. However,
this is impossible since α = d · (K×)2 was chosen not to be equal to (a2 − 4b) · (K×)2.

From the above cases, we find that v(z) = 0 and v(d) = 0. Since d ∈ R×, we have
α ∈ R×/(R×)2. This completes the proof of (ii). We may now assume that n ≥ 1 and hence
v(a) = 0. Multiplying (3.4) by d and completing the square gives

dw2 = (dz2 − a)2 − 4b.(3.5)

We have w ∈ R and reducing gives dw2 ≡ (dz2 − a)2 (mod m). Since d is not a square
modulo m, we must have dz2 − a ≡ 0 (mod m). The congruence dz2 ≡ a (mod m) and
v(d) = v(a) = 0 implies that α = d · (K×)2 = a · (K×)2.
Suppose that E has split reduction. Since v(a) = 0, this implies that a is a square modulo

m and hence a is a square in K. We have α = a · (K×)2 = 1 which contradicts our choice of
α.

Suppose that n is odd. Since v(b) = n is odd and v(d) = 0, (3.5) implies that the even
integers v(dw2) and v((dz2 − a)2) agree. So there is an integer e such that w = πew0 and
dz2 − a = πeu0 with u0, w0 ∈ R×. Dividing (3.5) by π2e gives dw2

0 = u20 − 4b/π2e. Since v(b)
is odd, this implies that dw2

0 ≡ u20 (mod m) which contradicts that d is not a square modulo
m.

In the setting of (i), we have now proved that δE′ has trivial image. □

4. General theorem

Let K be a number field. Let E be an elliptic curve defined over the function field K(T )
with a fixed point P0 ∈ E(K(T )) of order 2. There is a degree 2 isogeny ϕ : E → E ′ whose
kernel is generated by P0. Using the isogeny ϕ and its dual, we obtain group homomorphisms

δE : E(K(T )) → K(T )×/(K(T )×)2 and δE′ : E ′(K(T )) → K(T )×/(K(T )×)2

as in §3.1.
We will identify K(T ) with the function field of P1

K = SpecK[T ]∪{∞}. For a closed point
P of P1

K , let vP be the corresponding discrete valuation of K(T ). Let KP be the completion
of K with respect to vP and let OP be its valuation ring. After base extending our curves
E and E ′ to KP we can apply Tate’s algorithm to obtain Kodaira symbols and Tamagawa
numbers cP (E) and cP (E

′).
Let B be the set of closed points of P1

K over which E has bad reduction. Let A be the
set of points in B over which E has additive reduction. Let M be the set of P ∈ B −A for
which the the Kodaira symbol of E and E ′ at P is I2n and In, respectively, for some n ≥ 1.
Let M′ be the set of P ∈ B − A for which the the Kodaira symbol of E and E ′ at P is In
and I2n, respectively, for some n ≥ 1. We have a disjoint union

B = A ∪M∪M′.

We also impose the following additional conditions on E and E ′:
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(a) Every point in B has degree 1; equivalently, B can be viewed as a subset of P1(K).
(b) The sets M and M′ are nonempty.
(c) For every point P ∈ M, the curve E ′ has split multiplicative reduction at P or its

Kodaira symbol at P is In for some odd n.
(d) For every point P ∈ M′, the curve E has split multiplicative reduction at P or its

Kodaira symbol at P is In for some odd n.
(e) If the Kodaira symbol of E at a point P ∈ A is I∗n for some n ≥ 0, then cP (E) =

cP (E
′) = 4.

(f) We have dimF2 δE(E(K(T ))) ≥ |A|+ |M| − 1.
(g) We have dimF2 δE′(E ′(K(T ))) ≥ |A|+ |M′| − 1.

Define the integer

r := 2|A|+ |M|+ |M′| − 4.

By the Lang–Néron theorem, we know that E(K(T )) is a finitely generated abelian group.
By Lemma 3.1 with conditions (f) and (g), we find that rankE(K(T )) ≥ r. However, the
rank of E(K(T )) is at most r by [Shi92, Corollary 2] and (a). Therefore,

r = rankE(K(T )).

Given an explicit Weierstrass model of E, we can specialize it at all but finitely many t ∈ K
to obtain an elliptic curve Et over K. Our main result is the following theorem which will
be proved in §5.

Theorem 4.1. With assumptions as above, there are infinitely many t ∈ K for which Et(K)
has rank r. In particular, there are infinitely many elliptic curves over K, up to isomorphism
over K, that have rank r.

5. Proof of Theorem 4.1

Set L := K(T ). After possibly replacing T by another element that generates the field L
over K, we may assume without loss of generality that

B ⊆ OK ⊆ K ∪ {∞} = P1(K).

We can choose a Weierstrass model

y2 = x3 + ax2 + bx(5.1)

of E with a, b ∈ OK [T ] so that P0 = (0, 0) is our fixed 2-torsion point. We may further
assume that the Weierstrass model (5.1) is minimal over the PID K[T ]. From §3.1, we
may assume that E ′ is given by the Weierstrass model y2 = x3 − 2ax2 + (a2 − 4b)x. The
discriminant of our models for E and E ′ are ∆ = 16(a2 − 4b)b2 and ∆′ = 16(a2 − 4b)2b,
respectively.

Using the minimality of this model for E, we can now explicitly describe the sets B, A,
M and M′ in terms of a and b. From condition (a) and B ⊆ OK , we find that B is the set
of roots in K of the polynomial ∆. The set M is equal to the set of roots of b that are not
roots of a2 − 4b. The set M′ is equal to the set of roots of a2 − 4b that are not roots of b.
The set A is equal to the set of common roots of a2 − 4b and b.
Note that with these Weierstrass equations, the specializations Et and E

′
t are well-defined

for all t ∈ K − B.
9



5.1. Geometric Mordell–Weil. We can choose points e0 ∈ M and e′0 ∈ M′ by condition
(b). Let F be the set of squarefree polynomials f ∈ K[T ] that divide b, have even degree,
and satisfy f(e′0) = 1. Let F ′ be the set of squarefree polynomials f ∈ K[T ] that divide
a2 − 4b, have even degree, and satisfy f(e0) = 1. We can now describe the image of δE and
δE′ .

Lemma 5.1.

(i) We have δE(E(K(T ))) = {f · (K(T )×)2 : f ∈ F}.
(ii) We have δE′(E ′(K(T ))) = {f · (K(T )×)2 : f ∈ F ′}.

Proof. Take any α ∈ δE(E(K(T )). We have α = f ·(K(T )×)2 for some squarefree polynomial
f ∈ K[T ]. Take any closed point P of P1

K that is not in A∪M. If P /∈ M′, then E and E ′

base extended to K(T )P both have good reduction. If P ∈ M′, then condition (d) implies
that E base extended to K(T )P has split multiplicative reduction or has Kodaira symbol In
for some odd n. Lemma 3.3 thus implies that vP (f) is even for all closed points P /∈ A∪M.
Since K[T ] is a PID and f is squarefree, we deduce that f divides b; recall the set of roots
of b is A∪M. Since ∞ ∈ P1(K) does not lie in A∪M∪M′ = B, v∞(f) being even implies
that f has even degree. Therefore, f = cf1 for a unique polynomial f1 ∈ F and constant
c ∈ K×. Lemma 3.3(i) implies that f · (K(T )×e′0

)2 = 1 and hence f(e′0) = c is a square in K.

Therefore, α = f · (K(T )×)2 = f1 · (K(T )×)2 with f1 ∈ F . We have proved the inclusion

δE(E(K(T ))) ⊆ {f · (K(T )×)2 : f ∈ F} =: G.

It is actually an equality since |G| = 2|A|+|M|−1 and |δE(E(K(T )))| ≥ 2|A|+|M|−1 by condition
(f). This proves (i). Part (ii) is proved in the same way but making use of condition (g). □

We now consider specializations.

Lemma 5.2. There is a finite set D ⊆ K with B ⊆ D such that the inclusions

δEt(Et(K)) ⊇ {f(t) · (K×)2 : f ∈ F} and δE′
t
(E ′

t(K)) ⊇ {f(t) · (K×)2 : f ∈ F ′}

hold for all t ∈ K −D.

Proof. Let D be a finite subset of K containing B that we can extend a finitely number of
times. Take any t ∈ K −D.

Take any f ∈ F . We have f(t) ̸= 0 since t /∈ B and f divides ∆. By Lemma 5.1(i), there
is a point P ∈ E(K(T )) such that δE(P ) = f · (K(T )×)2. If P = 0, then f is a square in
K(T ) and hence f(t) · (K×)2 = (K×)2 is an element of δEt(Et(K)). Suppose that P = (0, 0)
and hence f · (K(T )×)2 = δE(P ) = b · (K(T )×)2. Since the roots of f and b both lie in B, we
have f(t) · (K×)2 = b(t) · (K×)2 = δEt((0, 0)) which proves that f(t) · (K×)2 ∈ δEt(Et(K)).
Now suppose that P = (x, y) with x, y ∈ K(T ) and x ̸= 0. We have x = fz2 for some
nonzero z ∈ K(T ). After increasing the finite set D, we may assume that z and y have
no poles at t and that z(t) ̸= 0. Therefore, Pt := (x(t), y(t)) is a point in Et(K) and
δEt(Pt) = x(t) · (K×)2 = f(t) · (K×)2.

Since F is finite, after increasing the finite set D appropriately we will have f(t) · (K×)2 ∈
δEt(Et(K)) for all t ∈ K −D and all f ∈ F . This proves the first inclusion of the lemma.
The second inclusion is proved in the exact same way by making use of Lemma 5.1(ii). □
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5.2. Choice of primes. In this section, we construct a set S ∪ {q1, q2} of nonzero prime
ideals of OK that satisfy various properties. These primes will be used to choose a special-
ization Et for which we can compute the appropriate Selmer groups and prove that Et has
rank r.
Let S0 be a finite set of nonzero prime ideals of OK that contains all those that divide

6
∏

α,β∈B,α ̸=β(α− β) ∈ OK or divide the leading coefficient of ∆. By adding prime ideals to
the finite set S0, we may further assume that OK,S0 is a PID.

Lemma 5.3. For all P ∈ B and all but finitely many nonzero prime ideals p /∈ S0 of OK, if
t ∈ K satisfies vp(t− P ) = 1, then

1
2
|Im(δE′

t,p
)| =


2 if P ∈ M,
1
2

if P ∈ M′,

1 if P ∈ A.

Proof. Take any P ∈ B. Take any nonzero prime ideal p /∈ S0 ofOK so that vp(t−P ) = 1. For
each e ∈ B−{P}, we have vp(t−e) = 0 since otherwise vp(P−e) > 0 which contradicts p /∈ S0.
By enlarging S0 appropriately, we will have vp(∆(t)) = vP (∆) and vp(∆

′(t)) = vP (∆
′). Since

p ∤ 2, we have
1
2
| Im(δE′

t,p
)| = cp(E

′)/cp(E),

by Lemma 3.2(ii).
We can apply Tate’s algorithm [Sil94, Algorithm 9.4] to E over K(T )P ; it produces a

minimal Weierstrass model over OP , using the uniformizer π := T −P , that satisfies various
properties before the algorithm completes. Substituting t for T , and by increasing the finite
set S0 appropriately in a way that does not depend on t, the assumption vp(t − P ) = 1
ensures that the model obtained is a minimal model for Et at p and that E and Et have the
same Kodaira symbol κ at P and p, respectively. Similarly by increasing S0, we may also
assume that E ′ and E ′

t have the same Kodaira symbol κ′ at P and p, respectively.
Consider the case where κ ∈ {II, III, IV, II∗, III∗, IV} and hence Et has potentially good

reduction at p. By [DD15, Table 1], we have cp(E
′
t)/cp(Et) = 1.

Consider the case where κ = I∗n for some n ≥ 0. Since E and E ′ are 2-isogenous to each
other, we find that κ′ = I∗m for some m ≥ 0. By condition (e), we have cP (E) = cP (E

′) = 4.
In Tate’s algorithm, the conditions cP (E) = 4 and cP (E

′) = 4 are equivalent to certain
polynomials with coefficients in OP having distinct roots and splitting completely when
reduced modulo the maximal ideal mP of OP . Substituting t for T we deduce that cp(Et) = 4
and cp(E

′
t) = 4 after possibly enlarging S0. Therefore, cp(E

′
t)/cp(Et) = 1.

We have now verified that 1
2
| Im(δE′

t,p
)| = 1 when P ∈ A. It remains to consider the cases

where P ∈ M∪M′.
Consider the case P ∈ M′. We have κ = In and κ′ = I2n for some n ≥ 1; the integer n is

the p-adic valuation of the discriminant of a Weierstrass model of Et that is minimal at p.
By condition (d), E has split reduction at P or n is odd. After possibly increasing the set
S0, this implies that Et has split reduction at p or n is odd. By [DD15, Table 1], we have
cp(E

′
t)/cp(Et) = 1/2.

Finally consider the case P ∈ M. We have κ = I2n and κ′ = In for some n ≥ 1; the integer
n is the p-adic valuation of the discriminant of a Weierstrass model of E ′

t that is minimal at
p. By condition (c), E ′ has split reduction at P or n is odd. After possibly increasing the
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set S0, this implies that E ′
t has split reduction at p or n is odd. By [DD15, Table 1], we have

cp(E
′
t)/cp(Et) = 2. □

Lemma 5.4. For all but finitely many nonzero prime ideals p /∈ S0 of OK, if t ∈ K − B
satisfies vp(t) < 0, then Et and E

′
t both have good reduction at p.

Proof. Set U := T−1. We can choose a Weierstrass model y2 = x3 + cx + d for E, with
c, d ∈ OK [U ], that is minimal over the PID K[U ]. Let ∆̃ ∈ OK [U ] be the discriminant of
this model. Since E has good reduction at ∞ ∈ P1(K), we find that U ∤ ∆̃. Take any p /∈ S0

that does not divide ∆̃(0) ∈ OK . Take any t ∈ K − B with vp(t) < 0. Substituting U by
t−1 ∈ pOp, we obtain a Weierstrass model for Et with coefficients in Op whose discriminant

∆̃(t−1) lies in O×
p . Therefore, Et has good reduction at p. The curve E ′

t also has good
reduction at p since it is isogenous to Et. □

By increasing the finite set S0 we shall now assume that the conclusions of Lemmas 5.3
and 5.4 hold for all nonzero prime ideals p /∈ S0 of OK .

Lemma 5.5. There is a finite set S ⊇ S0 of nonzero prime ideals of OK such that for each
v ∈ S we have a nonempty open subset Uv of Kv and a subgroup Φv ⊆ K×

v /(K
×
v )

2 for which
the following hold:

(a) For each v ∈ S ∪ S∞ and t ∈ K ∩ Uv, we have t /∈ D and Im(δE′
t,v
) = Φv.

(b) The natural map

O×
K,S/(O

×
K,S)

2 →
∏

v∈S∪S∞

(K×
v /(K

×
v )

2)/Φv

is a group isomorphism.
(c) For each v ∈ S dividing 2, Uv ∩ Ov = ∅.

Proof. Take any place v ∈ S0 ∪S∞ and choose an element uv ∈ K×
v with uv /∈ D. When v|2,

we assume uv has been chosen so that uv /∈ Ov. With a fixed real number ϵv > 0, define the
open subset

Uv := {u ∈ Kv : |u− uv|v < ϵv}
of Kv, where | · |v is an absolute value on Kv corresponding to v. By taking ϵv > 0 sufficiently
small, we may assume that u /∈ D for all u ∈ Uv. We can also assume that (c) holds when
v|2. For each u ∈ Uv, we have ∆(u) ̸= 0 since u /∈ D and hence specialization of E ′ at u
gives an elliptic curve E ′

u over Kv. For u ∈ Uv, we have a homomorphism

δE′
u
: E ′

u(Kv) → K×
v /(K

×
v )

2(5.2)

as in §3.1; we have δE′
u
((x, y)) = x · (K×

v )
2 for (x, y) ∈ E ′

u(Kv)−{0, (0, 0)} and δE′
u
((0, 0)) =

(a2 − 4b) · (K×
v )

2. The key topological observation is the image of (5.2) does not depend on
the choice u ∈ Uv if we take ϵv > 0 sufficiently small. Thus by taking ϵv > 0 sufficiently
small, we may assume that (5.2) has a common image Φv for all u ∈ Uv. In particular, for
all t ∈ K ∩ Uv we have Im(δE′

t,v
) = Φv.

By weak approximation for K, there is a finite set S1 of nonzero prime ideals of OK that
is disjoint from S0 such that the natural homomorphism

ψ : O×
K,S0∪S1

/(O×
K,S0∪S1

)2 →
∏

v∈S0∪S∞

(K×
v /(K

×
v )

2)/Φv

12



is surjective. Choose units u1, . . . , um ∈ O×
K,S0∪S1

whose image in O×
K,S0∪S1

/(O×
K,S0∪S1

)2 gives
a basis of the F2-vector space kerψ. The field L := K(

√
u1, . . . ,

√
um) is an abelian extension

of K with Gal(L/K) ∼= (Z/2Z)m. By the Chebotarev density theorem, there are nonzero
prime ideals p1, . . . , pm /∈ S0 ∪ S1 of OK such that ui is a square in O×

pj
if and only if i ̸= j.

Define S2 := {p1, . . . , pm}. Observe that if u · (O×
K,S0∪S1

)2 is in the kernel of ψ and u is a

square in O×
v for all v ∈ S2, then u · (O×

K,S0∪S1
)2 = 1.

With S := S0 ∪ S1 ∪ S2, we define the natural group homomorphism

φ : O×
K,S/(O

×
K,S)

2 →
∏

v∈S∪S∞

(K×
v /(K

×
v )

2)/Φv,

where Φv := K×
v /(K

×
v )

2 if v ∈ S1 and Φv := 1 if v ∈ S2.
We claim that φ is injective. Take any α ∈ kerφ and choose a unit u ∈ O×

K,S that
represents α. Since φ(α) = 1, we find that u is a square in K×

v for all v ∈ S2. The ring
OK,S0 , and hence also OK,S0∪S1 , is a PID by our choice of S0. Thus after multiplying u by
a suitable square in K, we may assume that our chosen u is an element of O×

K,S0∪S1
. Since

φ(α) = 1, we have u · (K×
v )

2 ∈ Φv for all v ∈ S0 ∪ S∞. Therefore, u · (O×
K,S0∪S1

)2 is in the

kernel of ψ. Since φ(α) = 1, we have u · (K×
v )

2 ∈ Φv = 1 for all v ∈ S2. Since u · (O×
K,S0∪S1

)2

is in the kernel of ψ and u is a square in O×
v for all v ∈ S2, we deduce that u is a square in

O×
K,S0∪S1

and hence α = 1. This completes the proof of the claim.
We claim that φ is an isomorphism. We have∏
v∈S∪S∞

|(K×
v /(K

×
v )

2)/Φv| = 4m
∏

v∈S0∪S∞

|(K×
v /(K

×
v )

2)/Φv| = 2m · |O×
K,S0∪S1

/(O×
K,S0∪S1

)2|,

where the first equality uses that |K×
v /(K

×
v )

2/Φv| is 1 for v ∈ S1 and 4 for v ∈ S2, and
the last equality uses that ψ is surjective with kernel of cardinality 2m. By Dirichlet’s
unit theorem, the groups O×

K,S0∪S1
and O×

K,S are finitely generated abelian groups of rank
|S∞|+ |S0|+ |S1| − 1 and |S∞|+ |S| − 1, respectively. Since the torsion subgroups of these
unit groups are cyclic of even order, we have

|O×
K,S/(O

×
K,S)

2| = 2|S∞|+|S| = 2|S2| · 2|S∞|+|S0|+|S1| = 2m · |O×
K,S0∪S1

/(O×
K,S0∪S1

)2|.
We have now shown that the domain and codomain of φ have the same finite cardinality.
The claim follows since we have already proved that φ is injective.

This proves (b) and we have also verified (a) for v ∈ S0 ∪ S∞.
Take any v ∈ S1 and set p := v. There is an element e ∈ M by (b). Since v /∈ S0, there

is a tv ∈ K with vp(tv − e) = 1 and vp(tv − c) = 0 for c ∈ B − {e}. By Lemma 5.3, we
have |Im(δE′

tv,v
)| = 4 and hence Im(δE′

tv,v
) = K×

v /(K
×
v )

2 = Φv. Arguing as above, there is an

open neighborhood Uv of tv in Kv such that δE′
u
: E ′

u(Kv) → K×
v /(K

×
v )

2 has image Φv for all
u ∈ Uv. This gives (a) for v ∈ S1.

Take any v ∈ S1 and set p := v. There is an element e ∈ M′ by (b). Since v /∈ S0,
there is a tv ∈ K with vp(tv − e) = 1 and vp(tv − c) = 0 for c ∈ B − {e}. By Lemma 5.3,
we have |Im(δE′

tv,v
)| = 1 and hence Im(δE′

tv,v
) = 1 = Φv. Arguing as above, there is an

open neighborhood Uv of tv in Kv such that δE′
u
: E ′

u(Kv) → K×
v /(K

×
v )

2 has image Φv for all
u ∈ Uv. This gives (a) for v ∈ S2. □

For the rest of the proof, we fix S, {Uv}v∈S∪S∞ and {Φv}v∈S∪S∞ as in Lemma 5.5. The
following lemma will be key when we later compute the ratio of cardinalities of Selmer groups.
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Lemma 5.6. We have
∏

v∈S∪S∞
1
2
|Φv| = 1.

Proof. Let r be the number of real embeddings of K and let s be the number of pairs of
conjugate complex embeddings of K. By Dirichlet’s unit theorem, the abelian group O×

K,S is

finitely generated and has rank r + s+ |S| − 1. Since the torsion subgroup of O×
K,S is cyclic

of even order, we deduce that

|O×
K,S/(O

×
K,S)

2| = 2(r+s+|S|−1)+1 = 2r+s+|S|.(5.3)

Take any place v|2 of K. We have [Kv : Q2] = evfv, where ev and fv are the ramification

index and inertia degree, respectively, of the extension Kv/Q2. We have O×
v
∼= Cv × Zevfv

2 ,
where Cv is a finite cyclic group, cf. [Neu99, II 5.7]. The group Cv has even cardinality since
it contains −1 and hence O×

v /(O×
v )

2 ∼= (Z/2Z)1+evfv . Therefore, 1
2
|K×

v /(K
×
v )

2| = 21+evfv .

Since
∑

v|2 evfv = [K : Q] = r + 2s, we deduce that
∏

v|2
1
2
|K×

v /(K
×
v )

2| = 2r+2s
∏

v|2 2. For

any place v ∈ S with v ∤ 2, we have 1
2
|K×

v /(K
×
v )

2
∣∣ = 2. We have

∏
v∈S∞

1
2
|K×

v /(K
×
v )

2| = 1/2s.
Using these computations and that S contains all the places of K dividing 2, we find that∏

v∈S∪S∞

1
2
|K×

v /(K
×
v )

2| = 2−s · 2r+2s
∏
v|2

2 ·
∏

v∈S, v∤2

2 = 2r+s+|S|.(5.4)

Using the isomorphism from Lemma 5.5(b), we have∏
v∈S∪S∞

1
2
|Φv| =

∏
v∈S∪S∞

1
2
|K×

v /(K
×
v )

2| · |O×
K,S/(O

×
K,S)

2|−1 = 1,

where the last equality uses (5.3) and (5.4). □

Lemma 5.7. There is a nonzero π ∈ OK such that π is a square in K×
v for all v ∈ S ∪ S∞

and πOK is a prime ideal of OK that does not lie in S.

Proof. Fix an integer np ≥ 1 for each p ∈ S. Let IS be the group of fractional ideals of K
generated by nonzero prime ideals p /∈ S of OK . Let H be the subgroup of IS consisting of
αOK where α ∈ K× is positive inKv for all real place v in S∞ and vp(α−1) ≥ np for all p ∈ S.
Define C := IS/H; it is the ray class group of K with modulus m :=

∏
p∈S p

np ·
∏

v∈S∞ real v.
Let Km be the corresponding ray class field ; it is a finite abelian extension of K and a prime
ideal p /∈ S splits completely in Km if and only if p ∈ H. By the Chebotarev density theorem,
there is a nonzero prime ideal q /∈ S of OK that splits completely in Km. We have q ∈ H
and hence q = πOK for some π ∈ OK that is positive in Kv for all real place v in S∞ and
vp(π − 1) ≥ np for all p ∈ S. For each v ∈ S∞, π is a square in Kv. For each p ∈ S, we
have π ∈ 1 + pnpOp and hence π is a square in Kp assuming that np is large enough. So by
choosing the np ≥ 1 large enough, we find that π is a square in K×

v for all v ∈ S ∪ S∞. □

For the rest of the proof, we fix π ∈ OK as in Lemma 5.7 and define q1 := πOK .

Lemma 5.8. There is a nonzero prime ideal q2 /∈ S ∪ {q1} of OK such that every element
in O×

K,S∪{q1} is a square in Kq2.

Proof. The group O×
K,S∪{q1} is finitely generated by Dirichlet’s unit theorem; fix a finite set

of generators B. Define L := K({
√
α : α ∈ B}); it is a finite Galois extension of K. By the

Chebotarev density theorem, there is a nonzero prime ideal q2 /∈ S ∪ {q1} of OK that splits
completely in L. The lemma follows since every element of B is a square in Kq2 . □

For the rest of the proof, we fix a prime ideal q2 as in Lemma 5.8.
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5.3. A choice of elliptic curve. In this section we will consider the elliptic curve Et over
K with t := m/n, where m and n are chosen as in the following proposition. It is here that
we make use of a result of Kai that is a number field analogue of the Green–Tao–Ziegler
theorem on simultaneous prime values of degree 1 polynomials.

Proposition 5.9. There are nonzero m,n ∈ OK,S such that the following hold:

(a) the elements m−en with e ∈ B generate distinct nonzero prime ideals of OK,S∪{q1,q2},
(b) m/n lies in Uv for all v ∈ S ∪ S∞,
(c) vq1(m− en) = 1 for some e ∈ M, vq1(n) = 0, and n is not a square modulo q1,
(d) vq2(m− en) = 1 for some e ∈ M′, vq2(n) = 0, and n is not a square modulo q2,
(e) vp(m− en) = 0 for all prime ideals p of OK dividing 2.

Proof. For each p ∈ S with p ∤ 2, let Up be the set of pairs (α, β) ∈ K2
p with β ̸= 0 and

α/β ∈ Up. For each p ∈ S with p|2, let Up be the set of pairs (α, β) ∈ Kp with β ̸= 0,
α/β ∈ Up, vp(α) = 0 and vp(β) > 0. For each p ∈ S, Up is a nonempty open subset of K2

p

since Up is a nonempty open subset of Kp (when p|2 we also use that Up ∩Op = ∅ to ensure
the set is nonempty).

Let Uq1 be the set of (α, β) ∈ O2
q1

for which vq1(β) = 0, β is not a square modulo q1, and
vq1(α− eβ) = 1 for some e ∈ M. Let Uq2 be the set of (α, β) ∈ K2

q2
for which vq2(β) = 0, β

is not a square modulo q2, and vq2(α− eβ) = 1 for some e ∈ M′. Since M∪M′ ⊆ OK , we
find that Uqi is a nonempty open subset of O2

qi
⊆ K2

qi
for each i ∈ {1, 2}.

Define S ′ := S ∪{q1, q2}. By [Kai25, Proposition 13.2] and the openness of our sets, there
are nonzero m,n ∈ OK,S′ such that the elements m− en with e ∈ B generate distinct prime
ideals of OK,S′ , the pair (m,n) lies in Up for all p ∈ S ′, and m/n lies in Uv for all v ∈ S∞.
Properties (a)–(d) all hold by our definitions. For (e) note that vp(m) = 0 and vp(n) > 0 for
all p dividing 2 (this uses that S contains all the prime ideals dividing 2).

We have m,n ∈ Oqi for i ∈ {1, 2} since Uqi ⊆ O2
qi
. Since m and n are in OK,S′ we deduce

that m and n lie in OK,S. □

For the rest of the section, we fix m,n ∈ OK,S as in Proposition 5.9 and define

t := m/n ∈ K.

We have t /∈ D since t ∈ Uv for any v ∈ S ∪ S∞. Set S ′ := S ∪ {q1, q2}. For each e ∈ B,
there is a unique nonzero prime ideal pe /∈ S ′ of OK such that

(m− en)OK,S′ = peOK,S′ .(5.5)

The prime ideals {pe}e∈B are distinct and do not lie in S ′ by our choice of m and n.

Lemma 5.10. For any e, e′ ∈ B, we have vpe(n) = 0 and

vpe(m− e′n) =

{
1 if e = e′,

0 if e ̸= e′.

Proof. Since the prime ideals {pe}e∈B are distinct and do not lie in S ′, the desired expression
for vpe(m− e′n) follows directly from the factorizations (5.5).
With p := pe, it remains to show that vp(n) = 0. Assume to the contrary that vp(n) ̸= 0

and hence n ∈ pOp. We also have m ∈ pOp since m − en ∈ pOp and e ∈ OK . Therefore,
m − e′n ∈ pOp for all e′ ∈ B. This contradicts that the ideals (m − e′n)OK,S′ with e′ ∈ B
are distinct prime ideals. Therefore, we have vp(n) = 0. □
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We will now study the elliptic curves Et and E
′
t with our specific choice of t.

Lemma 5.11. The curves Et and E
′
t over K have good reduction at all nonzero prime ideals

p /∈ S ∪ {q1, q2} ∪ {pe : e ∈ B} of OK.

Proof. Take any nonzero prime ideal p /∈ S ∪ {q1, q2} ∪ {pe : e ∈ B} of OK . If vp(t) < 0,
then Et has good reduction at p by Lemma 5.4. So we may assume that vp(t) ≥ 0. We have
a, b,∆ ∈ OK [T ] so setting T = t in the model (5.1) gives a Weierstrass model for Et with
coefficients in Op that has discriminant ∆(t) ∈ Op.

It suffices to prove that ∆(t) lies in O×
p , so assume to the contrary that ∆(t) is an element

of pOp. Since the leading coefficient of ∆ lies in O×
K,S0

and B ⊆ OK is the set of roots of

∆ in K, we have t − e ∈ pOp for some e ∈ B. Multiplying by n ∈ OK,S this implies that
m− en ∈ pOp. The factorization (5.5) implies that p ∈ S ∪{q1, q2}∪{pe} which contradicts
our choice of p. Therefore, ∆(t) ∈ O×

p and hence Et has good reduction at p. The elliptic
curve E ′

t also has good reduction at p since it is isogenous to Et □

We have a degree 2 isogeny ϕt : Et → E ′
t whose kernel is generated by (0, 0). Let ϕ̂t : E

′
t →

Et be the dual isogeny of ϕt.

Lemma 5.12.

(i) If v ∈ S ∪ S∞, then Im(δE′
t,v
) = Φv.

(ii) If p /∈ S is a nonzero prime ideal of OK, then

1
2
|Im(δE′

t,p
)| =


2 if p ∈ {q1} ∪ {pe : e ∈ M},
1
2

if p ∈ {q2} ∪ {pe : e ∈ M′},
1 otherwise.

(iii) We have | Selϕt(Et/K)|/| Selϕ̂t
(E ′

t/K)| = 2|M|−|M′|.

Proof. Part (i) follows from Lemma 5.5(a) and that t = m/n is an element of K ∩Uv for all
v ∈ S ∪ S∞. Take any nonzero prime ideal p /∈ S of OK .
Consider the case where p = pe for some e ∈ B. We have vp(t−e) = vp(m−en)−vp(n) = 1,

where the last equality uses Lemma 5.10. Part (ii) for p = pe follows from Lemma 5.3.
By Propostion 5.9 and our choice of t, we have vqi(t− e) = 1 for some e ∈ M when i = 1

and some e ∈ M′ when i = 2. Part (ii) for p ∈ {q1, q2} follows from Lemma 5.3.
For part (ii), it remains to consider the case where p /∈ S ∪ {q1, q2} ∪ {pe : e ∈ B}. The

elliptic curve E ′
t has good reduction at p by Lemma 5.11. Therefore, Im(δE′

t,p
) = O×

p /(O×
p )

2

and hence 1
2
|Im(δE′

t,p
)| = 1.

We now prove (iii). Set τ := | Selϕt(Et/K)|/| Selϕ̂t
(E ′

t/K)|. By Lemma 3.2(i), we have

τ =
∏

v
1
2
| Im(δE′

t,v
)|, where the product is over the places v ofK. By part (i) and Lemma 5.6,

we have τ =
∏

p/∈S
1
2
| Im(δE′

t,p
)|, where p varies over the nonzero prime ideals of OK not in

S. From part (ii), we find that τ = 21+|M| · (1
2
)1+|M′| = 2|M|−|M′|. □

We can now compute Selϕt(Et/K) and show that it is as small as possible given what we
know about the image of δE′

t
.

Lemma 5.13. We have Selϕt(Et/K) = δE′
t
(E ′

t(K)) = {f(t) · (K×)2 : f ∈ F ′}.
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Proof. We have inclusions

Selϕt(Et/K) ⊇ δE′
t
(E ′

t(K)) ⊇ {f(t) · (K×)2 : f ∈ F ′}(5.6)

from the definition of the Selmer group and Lemma 5.2. Take any α ∈ Selϕt(Et/K) ⊆
K×/(K×)2. To prove the lemma, it suffices to show that α = f(t) · (K×)2 for some f ∈ F ′.
We have α = c · (K×)2 for some c ∈ K×.

Take any nonzero prime ideal p of OK that is not in the set

S ′′ := S ∪ {q1} ∪ {pe : e ∈ A ∪M}.
If p ∈ {q2} ∪ {pe : e ∈ M′}, then Im(δE′

t,p
) = 1 by Lemma 5.12(ii). If p /∈ {q1, q2} ∪ {pe : e ∈

B}, then E ′
t has good reduction at p by Lemma 5.11 and hence Im(δE′

t,p
) = O×

p /(O×
p )

2. We
have c · (K×

p )
2 ∈ Im(δE′

t,p
) since α ∈ Selϕt(Et/K) and hence vp(c) ≡ 0 (mod 2) for all p /∈ S ′′.

We chose S0 so that OK,S0 was a PID and hence OK,S′′ is also a PID. So after multiplying c
by an appropriate square in K×, we may assume that c ∈ O×

K,S′′ . By Lemma 5.10 and (5.5),
we have c = c1

∏
e∈A∪M(m − en)ge for unique ge ∈ Z and a unique c1 ∈ OK,S∪{q1}. After

multiplying c by a square in K×, we may assume that

c = c1
∏
e∈B

(m− en)(5.7)

for some subset B ⊆ A ∪M and unit c1 ∈ O×
K,S∪{q1}.

We claim that m − en ∈ OK,S is not a square modulo q2 for all e ∈ A ∪ M. Take any
e ∈ A∪M. By our choice of m and n, there is an e′ ∈ M′ for which m− e′n ≡ 0 (mod q2).
We have

m− en = (m− e′n) + (e′ − e)n ≡ (e′ − e)n (mod q2).

By our choice of S0 and q2, e
′ − e is a nonzero square modulo q2. By our choice of n, n is

not a square modulo q2. Therefore, m− en is not a square modulo q2 as claimed.
We have c · (K×

q2
)2 ∈ Im(δE′

t,q2
) since α ∈ Selϕt(Et/K). Therefore, c is a square in Kq2

by Lemma 5.12(ii). We have c1 ∈ O×
K,S∪{q1} and hence c1 is a nonzero square modulo q2 by

our choice of q2. By the above claim and (5.7), we find that c ∈ O×
q2

is a square modulo q2
if and only if |B| is even. Since c is a square in Kq2 we deduce that |B| is even. We have
n|B| ∈ (K×)2 since |B| is even and hence we may assume that c was chosen such that

c = c1
∏
e∈B

(t− e)

with a subset B ⊆ A ∪M of even cardinality and a unit c1 ∈ O×
K,S∪{q1}. Since |B| is even,

there is a unique f ∈ F ′ such that f = c2
∏

e∈B(T − e) with a constant c2 ∈ O×
K,S0

. Using

the inclusions (5.6), there is no harm in multiplying α by f(t) · (K×)2.
So without loss of generality, we may assume that α = c · (K×)2 with c ∈ O×

K,S∪{q1}. It

suffices to show that α = 1. Since π is a prime in OK that generates q1, we may assume that
c was chosen so that c = uπg with u ∈ O×

K,S and g ∈ {0, 1}. Take any v ∈ S ∪ S∞. We have

c · (K×
v )

2 ∈ Im(δE′
t,v
) since α ∈ Selϕt(Et/K). Since t = m/n lies in Uv by our choice of m

and n, Lemma 5.5 implies that c · (K×
v )

2 ∈ Im(δE′
t,v
) = Φv. The prime π was chosen so that

it is a square in Kv and hence u · (K×
v )

2 ∈ Φv. Since u ∈ O×
K,S satisfies u · (K×

v )
2 ∈ Φv for

all v ∈ S ∪ S∞, we deduce that u is a square in O×
K,S by the isomorphism of Lemma 5.5(b).

Therefore, α = πg · (K×)2 for some g ∈ {0, 1}.
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Fix an e′ ∈ M′ and an e ∈ M satisfying Proposition 5.9(c).
We claim that m − e′n is not a square modulo q1. We have m − en ≡ 0 (mod q1) and

hence m − e′n = (m − en) + (e − e′)n ≡ (e − e′)n (mod q1). Since e − e′ lies in O×
K,S0

it
is a nonzero square modulo q1. By our choice of m and n, we know that n is not a square
modulo q1. Therefore, m− e′n is not a square modulo q1 as claimed.

We have vp(m−e′n) = 0 for all prime ideals of OK dividing 2 by Proposition 5.9(e). From
the above claim, we have vq1(m− e′n) = 0. So (5.5) implies that

(m− e′n)OK = pe′
∏

p∈S∪{q2}, p∤2

pfp

for unique fp ∈ Z. Using second power residue symbols for the field K, cf. [Neu99, VI §8],
we have (

m− e′n

π

)
=

(
π

m− e′n

)
=

(
π

pe′

)
·

∏
p∈S∪{q2}, p∤2

(
π

p

)fp

=

(
π

pe′

)
,

where the first equality uses the general reciprocity law [Neu99, VI Theorem 8.3] and the
last equality uses Lemmas 5.7 and 5.8. Note that in applying the reciprocity law, we have
used Lemma 5.7 which shows that our π is a square in Kv for all places v of K that are
infinite or divide 2. We have already proved that m− e′n is not a square modulo q1 = πOK

and hence
(

π
pe′

)
= −1. Therefore, π is not a square in Kpe′

. We have Im(δE′
t,pe′

) = 1 by

Lemma 5.12(ii) and hence π · (K×
pe′
)2 /∈ Im(δE′

t,pe′
). Since α = πg · (K×)2 ∈ Selϕt(Et/K) this

implies that g ̸= 1 and hence α = 1. □

We can now compute the dimensions of the images of δEt and δE′
t
from which we will be

able to determine the rank of Et.

Lemma 5.14. As vector spaces over F2, δEt(Et(K)) and δE′
t
(E ′

t(K)) have dimensions |A|+
|M| − 1 and |A|+ |M′| − 1, respectively.

Proof. For each subset B ⊆ A ∪M with even cardinality, let cB ∈ K× be the unique value
for which fB := cB

∏
e∈B(T −e) lies in F ; each f ∈ F is of the form fB for a unique such B.

By our choice of S0, we have cB ∈ O×
K,S0

. Since fB(t) = cBn
−|B| ∏

e∈B(m− en), Lemma 5.10
implies that vpe(fB(t)) = 1 if e ∈ B and vpe(fB(t)) = 0 if e ∈ (A ∪M) − B. In particular,
we can recover any polynomial f ∈ F from the square class f(t) · (K×)2. This proves that

|{f(t) · (K×)2 : f ∈ F}| = 2|A|+|M|−1.

Similarly, we have |{f(t) · (K×)2 : f ∈ F ′}| = 2|A|+|M′|−1.
By Lemma 5.13, we have | Selϕt(Et/K)| = |δE′

t
(E ′

t(K))| = 2|A|+|M′|−1. Therefore, | Selϕ̂t
(E ′

t/K)| =
2|A|+|M|−1 by Lemma 5.12(iii). Now consider the inclusions

Selϕ̂t
(E ′

t/K) ⊇ δEt(Et(K)) ⊇ {f(t) · (K×)2 : f ∈ F}(5.8)

coming from the definition of the Selmer group and Lemma 5.2. We have |δEt(Et(K))| =
2|A|+|M|−1 since we have shown that the other two groups occurring in (5.8) have this cardi-
nality. □

By Lemma 5.14, we have dimF2 δEt(Et(K)) + dimF2 δE′
t
(E ′

t(K)) − 2 = r. Therefore, the
elliptic curve Et over K has rank r by Lemma 3.1.
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5.4. End of proof. The following result was proved in §5.3.

Lemma 5.15. For any finite set D satisfying B ⊆ D ⊆ K, there is a t ∈ K −D such that
the elliptic curve Et over K has rank r. □

Let R be the set of t ∈ K − B for which Et has rank r. If R is finite, then Lemma 5.15
with D := R ∪ B implies that there is a t ∈ K − (R ∪ B) for which Et has rank r; however,
this contradicts the definition of R. Therefore, the set R is infinite.
Let J ∈ K(T ) be the j-invariant of the elliptic curve E over K(T ); it is nonconstant since

by assumption E has a fiber of multiplicative reduction. For t ∈ K − B, the j-invariant
j(Et) of the elliptic curve Et is equal to J(t) ∈ K. For any j ∈ K, there are only finitely
many t ∈ K − B for which J(t) = j since J is nonconstant. Since R is infinite, so is the
set {J(t) : t ∈ R} = {j(Et) : t ∈ R}. The theorem follows since an elliptic curve over K is
determined up to K-isomorphism by its j-invariant.

6. Proof of Theorem 1.1

Take any number field K. For each 0 ≤ r ≤ 4, we will construct an elliptic curve E over
K(T ) that satisfies all the conditions in §4 with this particular value of r. Theorem 1.1 will
then follow from Theorem 4.1.

6.1. Rank 0 case. Let E be the elliptic curve overK(T ) defined by the Weierstrass equation

y2 = x3 + 2x2 + Tx.

With notation as in §4, we have an elliptic curve E ′ over K(T ) given by the model

y2 = x3 − 4x2 − 4(T − 1)x.

The discriminants of these models of E and E ′ are ∆ = −26T 2(T−1) and ∆′ = 212T (T−1)2,
respectively. Conditions (a) holds since ∆ factors into linear terms in K[T ]. One can check
that

A = {∞}, M = {0} and M′ = {1}.
The elliptic curve E has Kodaira symbols I1 and III∗ at 1 and ∞, respectively. The elliptic
curve E ′ has Kodaira symbols I1 and III∗ at 0 and ∞, respectively. Therefore, conditions
(b)–(e) hold.

Define the point P0 = (0, 0) of E(K(T )). Since δE(P0) = T · (K(T )×)2 we deduce that
δE(E(K(T ))) has dimension at least |A|+ |M| − 1 over F2. This verifies condition (f).
Define the point Q0 = (0, 0) of E ′(K(T )). Since δE′(Q0) = −(T −1) · (K(T )×)2 we deduce

that δE′(E ′(K(T ))) has dimension at least |A| + |M′| − 1 over F2. This verifies condition
(g).

Define r := 2|A|+ |M|+ |M′|−4 = 0. By Theorem 4.1, we deduce that there are infinitely
many elliptic curves over K, up to isomorphism over K, of rank r = 0.

6.2. Rank 1 case. Let E be the elliptic curve overK(T ) defined by the Weierstrass equation

y2 = x3 + T (T − 3)x2 + Tx.

With notation as in §4, we have an elliptic curve E ′ over K(T ) given by the model

y2 = x3 − 2T (T − 3)x2 + T (T − 1)2(T − 4)x.
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The discriminants of these models of E and E ′ are ∆ = 24T 3(T − 1)2(T − 4) and ∆′ =
28T 3(T − 1)4(T − 4)2, respectively. Condition (a) holds since ∆ factors into linear terms in
K[T ]. One can check that

A = {0}, M = {∞} and M′ = {1, 4}.

The elliptic curve E ′ has Kodaira symbol I3 at∞. The elliptic curve E has split multiplicative
reduction at 1 and has Kodaira symbol I1 at 4. The elliptic curves E and E ′ both have
Kodaira symbol III at 0. Therefore, conditions (b)–(e) hold.

Define the point P0 = (0, 0) of E(K(T )). Since δE(P0) = T · (K(T )×)2 we deduce that
δE(E(K(T ))) has dimension at least |A|+ |M| − 1 over F2. This verifies condition (f).
Define the points Q0 = (0, 0) and Q1 = (T (T−1), 2T (T−1)) of E ′(K(T )). Since δE′(Q0) =

T (T − 4) · (K(T )×)2 and δE′(Q1) = T (T − 1) · (K(T )×)2 we deduce that δE′(E ′(K(T ))) has
dimension at least |A|+ |M′| − 1 over F2. This verifies condition (g).
Define r := 2|A|+ |M|+ |M′|−4 = 1. By Theorem 4.1, we deduce that there are infinitely

many elliptic curves over K, up to isomorphism over K, of rank r = 1.

6.3. Rank 2 case. Let E be the elliptic curve overK(T ) defined by the Weierstrass equation

y2 = x3 + 10(T + 16)x2 + 9T (T + 16)x.

With notation as in §4, we have an elliptic curve E ′ over K(T ) given by the model

y2 = x3 − 20(T + 16)x2 + 64(T + 16)(T + 25)x.

The discriminants of these models of E and E ′ are ∆ = 21034T 2(T + 16)3(T + 25) and
∆′ = 22032T (T + 16)3(T + 25)2, respectively. Condition (a) holds since ∆ factors into linear
terms in K[T ]. One can check that

A = {−16,∞}, M = {0} and M′ = {−25}.

The elliptic curve E ′ has Kodaira symbol I1 at 0. The elliptic curve E has Kodaira symbol
I1 at −25. The elliptic curves E and E ′ both have Kodaira symbol III at −16. The elliptic
curves E and E ′ both have Kodaira symbol I∗0 at ∞ and c∞(E) = c∞(E ′) = 4. Therefore,
conditions (b)–(e) hold.

Define the points P0 = (0, 0) and P1 = (−T, 4T ) of E(K(T )). Since δE(P0) = T (T + 16) ·
(K(T )×)2 and δE(P1) = −T · (K(T )×)2 we deduce that δE(E(K(T ))) has dimension at least
|A|+ |M| − 1 over F2. This verifies condition (f).
Define the points Q0 = (0, 0) and Q1 = (4(T + 16), 48(T + 16)) of E ′(K(T )). Since

δE′(Q0) = (T + 16)(T + 25) · (K(T )×)2 and δE′(Q1) = (T + 16) · (K(T )×)2 we deduce that
δE′(E ′(K(T ))) has dimension at least |A|+ |M′| − 1 over F2. This verifies condition (g).

Define r := 2|A|+ |M|+ |M′|−4 = 2. By Theorem 4.1, we deduce that there are infinitely
many elliptic curves over K, up to isomorphism over K, of rank r = 2.

6.4. Rank 3 case. Let E be the elliptic curve overK(T ) defined by the Weierstrass equation

y2 = x3 − (98T 2 − 9725) · x2 + 74(T 2 − 22)(T 2 − 112) · x.

With notation as in §4, we have an elliptic curve E ′ over K(T ) given by the model

y2 = x3 + (196T 2 − 19450) · x2 − 26325272(T 2 − (3161
280

)2) · x.
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The discriminants of these models of E and E ′ are ∆ = −2103252710(T 2−22)2(T 2−112)2(T 2−
(3161
280

)2) and ∆′ = 220345478(T 2 − 22)(T 2 − 112)(T 2 − (3161
280

)2)2, respectively. Condition (a)
holds since ∆ factors into linear terms in K[T ]. One can check that

A = ∅, M = {±2,±11} and M′ = {±3161
280

,∞}.

The elliptic curve E ′ has Kodaira symbol I1 at all points in M. The elliptic curve E has
Kodaira symbol I1 at the points ±3161

280
. The elliptic curve E has split multiplicative reduction

at ∞. Therefore, conditions (b)–(e) hold.
Define the following points in E(K(T )):

P0 := (0, 0),

P1 := (74(T − 2)(T + 2), 115248T (T − 2)(T + 2)),

P2 := (72(T − 2)(T + 11), 4263(T − 2)(T + 11)).

By considering δE(Pi) with 0 ≤ i ≤ 2, we find that δE(E(K(T ))) contains the subgroup of
K(T )×/(K(T )×)2 generated by the set

{(T − 2)(T + 2)(T − 11)(T + 11), (T − 2)(T + 2), (T − 2)(T + 11)}.

In particular, δE(E(K(T ))) has dimension at least |A| + |M| − 1 over F2 which verifies
condition (f).

Define the points Q0 = (0, 0) and

Q1 = (630T + 28449/4, 8820T 2 + 177093
2

T − 995715
8

)

of E ′(K(T )). By considering δE′(Q0) and δE′(Q1), we find that δE′(E ′(K(T ))) contains the
subgroup of K(T )×/(K(T )×)2 generated by the set

{−(T − 3161
280

)(T − 3161
280

), 70(T + 3161
280

)}.

In particular, δE′(E ′(K(T ))) has dimension at least |A| + |M′| − 1 over F2 which verifies
condition (g).

Define r := 2|A|+ |M|+ |M′|−4 = 3. By Theorem 4.1, we deduce that there are infinitely
many elliptic curves over K, up to isomorphism over K, of rank r = 3.

6.5. Rank 4 case. Let E be the elliptic curve overK(T ) defined by the Weierstrass equation

y2 = x3 − 70(T 2 − 252) · x2 + 2472(T 2 − 112)(T 2 − 252) · x.

With notation as in §4, we have an elliptic curve E ′ over K(T ) given by the model

y2 = x3 + 140(T 2 − 252) · x2 + 223272(T 2 − 252)(T 2 − 392) · x.

The discriminants of these models of E and E ′ are ∆ = 2143276(T 2−112)2(T 2−252)3(T 2−392)
and ∆′ = 2163476(T 2 − 112)(T 2 − 252)3(t2 − 392)2, respectively. Condition (a) holds since ∆
factors into linear terms in K[T ]. One can check that

A = {±25}, M = {±11} and M′ = {±39}.

The elliptic curve E ′ has Kodaira symbol I1 at the points in M. The elliptic curve E has
Kodaira symbol I1 at the points in M′. The elliptic curves E and E ′ both have Kodaira
symbol III at the points in A. Therefore, conditions (b)–(e) hold.
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Define the following points in E(K(T )):

P0 := (0, 0),

P1 := (14(T − 11)(T + 11), 1176(T − 11)(T + 11)),

P2 := (2(T − 11)(T − 25), (36T + 780)(T − 11)(T − 25)).

By considering δE(Pi) with 0 ≤ i ≤ 2, we find that δE(E(K(T ))) contains the subgroup of
K(T )×/(K(T )×)2 generated by the set

{(T − 11)(T + 11)(T − 25)(T + 25), 14(T − 11)(T + 11), 2(T − 11)(T − 25)}.
In particular, δE(E(K(T ))) has dimension at least |A| + |M| − 1 over F2 which verifies
condition (f).

Now consider the following points in E ′(K(T )):

Q0 := (0, 0),

Q1 := (2(T − 25)(T − 39), (64T + 1760)(T − 25)(T − 39))

Q2 := (−14(T − 25)(T + 25), 4704(T − 25)(T + 25)).

By considering δE′(Qi) with 0 ≤ i ≤ 2, we find that δE′(E ′(K(T ))) contains the subgroup of
K(T )×/(K(T )×)2 generated by the set

{(T − 25)(T + 25)(T − 39)(T + 39), 2(T − 25)(T − 39),−14(T − 25)(T + 25)}.
In particular, δE′(E ′(K(T )))has dimension at least |A| + |M′| − 1 over F2 which verifies
condition (g).

Define r := 2|A|+ |M|+ |M′|−4 = 4. By Theorem 4.1, we deduce that there are infinitely
many elliptic curves over K, up to isomorphism over K, of rank r = 4.
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