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Abstract. For a fixed elliptic curve E over Q and imaginary quadratic field k, let PE,k(x) be the
number of primes p ≤ x for which the reduction of E modulo p has complex multiplication by k.
We shall show that PE,k(x) �E,k x(log log x)2/(log x)2, and PE,k(x) �E x4/5/(log x)1/5 assuming
the Generalized Riemann Hypothesis. These are the best known bounds on PE,k(x), and represent

progress towards the Lang-Trotter conjecture which predicts that PE,k(x) ∼ CE,k · x1/2/ log x as
x →∞, for an explicit constant CE,k > 0.

The argument uses the Galois representations occurring in the original heuristics of Lang and
Trotter, which mix the Galois representations coming from the action on the torsion points of E
with those from the class field theory of k. With these representations, our bounds for PE,k(x) will
be deduced using effective versions of the Chebotarev density theorem.

1. Introduction

1.1. The Lang-Trotter conjecture. Let E be an elliptic curve defined over Q, and let NE be
the product of the primes for which E has bad reduction. For each prime p - NE , let Ep be the
elliptic curve over Fp obtained by reduction modulo p. The ring EndFp

(Ep) is either an order of
an imaginary quadratic extension of Q (when E has ordinary reduction at p), or an order of a
quaternion algebra (when E has supersingular reduction at p). It is natural to ask how frequently
these different fields occur as the prime p varies.

Fix an imaginary quadratic extension k/Q, and define the counting function

PE,k(x) := #{p ≤ x : p - NE , EndFp
(Ep)⊗Z Q ∼= k}.

In the rest of this paper, we will assume that x ≥ 3 in order to ensure that all our bounds are
defined and uniform.

First consider the case where E has complex multiplication by an imaginary quadratic field K.
Since EndQ(E) injects into EndFp

(Ep), we have EndFp
(Ep)⊗Z Q ∼= K for all ordinary primes p of

E. Thus if K ∼= k,

PE,k(x) ∼
1
2
π(x)

as x→∞, where π(x) is the number of rational primes less than x (i.e., k shows up half the time
as the endomorphism field of the Ep’s). If K 6∼= k, then PE,k(x) = 0.

If E does not have complex multiplication things are much more complicated. In this case, there
is the following conjecture of Lang and Trotter [LT76].
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Conjecture 1.1 (Lang-Trotter, 1976). Let E be an elliptic curve defined over Q without complex
multiplication, and let k be an imaginary quadratic extension of Q. There is an explicit constant
CE,k > 0 such that

PE,k(x) ∼ CE,k
x1/2

log x
as x→∞.

Remark 1.2. Heuristics for Conjecture 1.1 and a description of the constant CE,k will be given in
Appendix A.

Conjecture 1.1 is formulated in a slightly different way than in [LT76]. For each prime p - NE ,
let πp(E) be the Frobenius endomorphism in EndFp

(Ep). The endomorphism πp(E) is a root of an
integral polynomial

x2 − ap(E)x+ p.

Hasse showed that |ap(E)| < 2
√
p, so the field Q(πp(E)) is an imaginary quadratic extension of Q.

Thus for ordinary primes p, EndFp
(Ep)⊗Z Q = Q(πp(E)). Our counting function becomes

PE,k(x) = #{p ≤ x : E has ordinary reduction at p, Q(πp(E)) ∼= k}.

If p > 3 is a prime of supersingular reduction, then Q(πp(E)) ∼= Q(
√
−p). Thus

#{p ≤ x : p - NE ,Q(πp(E)) ∼= k} = PE,k(x) +O(1),

which is the quantity studied by Lang and Trotter and of course has the same conjectural asymp-
totics.

We now justify our restriction to imaginary quadratic fields. Suppose that p - NE is a prime
where E has supersingular reduction, then EndFp

(Ep)⊗Z Q is the unique quaternion algebra over
Q ramified precisely at p and ∞. Thus if K is not an imaginary quadratic field, then we have
PE,K(x) ≤ 1.

1.2. Known bounds. Conjecture 1.1 seems to be extremely difficult, and in lieu of a proof
it is interesting to find non-trivial bounds on PE,k(x). No lower bounds are known, if fact
limx→∞ PE,k(x) = ∞ is not known for a single non-CM E/Q and field k. We shall now focus
on upper bounds.

In [Ser81, p.191], J.-P. Serre asserts (but does not prove) that using Selberg sieve techniques one
can show

PE,k(x) �E,k
x

(log x)γ
for some γ > 1,

and under the Generalized Riemann Hypothesis (GRH)

PE,k(x) �E,k x
δ for some δ < 1.

The first proof to appear in the literature occurs much later, and is due to Cojocaru, Fouvry, and
Murty [CFM05]. They use a sieving technique called the square sieve to show

PE,k(x) �NE

x(log log x)13/12

(log x)25/24
(1 + #{p : p ramifies in k}),

and PE,k(x) �NE
x17/18 log x under GRH. Cojocaru and David [CD08] have since used the square

sieve to prove PE,k(x) �NE
x13/14 log x under GRH.

In his collected papers, Serre [Ser86, p.715] remarks that instead of a sieve, one could use a
mixed `-adic representation to deduce a bound PE,k(x) �E,k x

δ (assuming GRH). The technique
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involves constructing a certain `-adic Galois representation r : Gal(Q/Q) → GL2(Z`) × GL2(Z`),
and then applying an effective version of the Chebotarev density theorem. The first factor of r
comes from the Galois action on the `-adic Tate module of E, while the second factor come from
a Hecke character of k. A sketch of this method can be found in §6 of [CFM05].

Following Serre’s ideas, Cojocaru and David [CD08] have proven assuming GRH that

PE,k(x) �NE ,hk

x4/5

(log x)1/5
,

where hk is the class number of k. Though they do not state the dependence on hk explicitly, the
proof shows that the implicit constant grows like h3/5

k in terms of the class number.

1.3. Statement of results. In this paper we present an upper bound on PE,k(x) that has better
asymptotics and dependence on k than earlier bounds. Our technique is similar to the approach of
Serre, but is really motivated by the Galois representations occuring in Lang and Trotter’s original
heuristics for Conjecture 1.1. The needed representations will be defined in §2. The key difference
with the method of Serre is that it is turns out to be more convenient (and simpler) to work over
the Hilbert class field of k rather than over Q. Our main result is the following upper bounds on
PE,k(x).

Theorem 1.3. Let E be an elliptic curve defined over Q without complex multiplication. Let k be
an imaginary quadratic extension of Q, and let hk be the class number of k.

(i) Assuming the Generalized Riemann Hypothesis,

PE,k(x) �E
1

h
3/5
k

x4/5

(log x)1/5
+ x1/2(log x)4(log log x)3.

(ii) There is a constant c > 0 depending on E such that for log log x ≥ cd
1/2
k ,

PE,k(x) �E
x(log log x)2

(log x)2
.

Remark 1.4.

(i) If one is not interested in the dependence of the bounds on the field k, then we have
simply PE,k(x) �E x4/5/(log x)1/5 under GRH, and PE,k(x) �E,k x(log log x)2/(log x)2

unconditionally. However, the dependence of the constant on k is important for applications
like Corollary 1.5 below.

(ii) The heuristics in [LT76] for Conjecture 1.1 use only properties of E that can be expressed
in terms of the Galois action on its Tate modules and the Sato-Tate law. Lang and Trotter
axiomatized their heuristics beyond non-CM elliptic curves E/Q to “GL2-distributions of
elliptic type” (see [LT76, Part I §1] for definitions). Though we make no further mention
of it, the proof of the above theorem also works in this more general setting.

(iii) There is another major conjecture in the book [LT76]. Let E/Q be a non-CM elliptic curve
and fix an integer t ∈ Z. Define the counting function

PE,t(x) = #{p ≤ x : p - NE , ap(E) = t}.

Lang and Trotter conjecture that there is a constant CE,t ≥ 0 such that

PE,t(x) ∼ CE,t
x1/2

log x
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as x → ∞ (if CE,t = 0, then this is defined to mean that there only finitely many p such
that ap(E) = t). The best known general upper bounds are

PE,t(x) �E
x4/5

(log x)1/5

under GRH, and

PE,t(x) �E
x(log log x)2

(log x)2

unconditionally (analogous results are proven in [MMS88,Mur97] for modular forms, and
the proofs carry over immediately to elliptic curves). Theorem 1.3 thus gives the analogue
of these bounds for Conjecture 1.1 and its proof uses many of the same techniques.

(iv) We do not work out the dependency on E in our bounds, but it can be verified that it
depends only on the integer NE .

Let DE(x) be the set of imaginary quadratic extensions k/Q (in some fixed algebraic closure of Q)
for which there exists a prime p ≤ x with EndFp

(Ep)⊗Z Q ∼= k.

Corollary 1.5. Let E be an elliptic curve defined over Q without complex multiplication. Assuming
the Generalized Riemann Hypothesis,

|DE(x)| �E
x2/7

(log x)2
.

Remark 1.6. This improves on the bound |DE(x)| �E x1/14/(log x)2 from [CD08, Corollary 5].

1.4. Acknowledgements.
I would like to thank Bjorn Poonen for his encouragement and helpful remarks.

Notation

Let f and g be complex valued functions of a real variable x. By f � g (or g � f), we shall
mean that there are positive constants C1 and C2 such that for all x ≥ C1, |f(x)| ≤ C2|g(x)|.
We shall use O(f) to represent an unspecified function g with g � f . The dependencies of the
constants C1 and C2 will be always be indicated by subscripts on the symbols �, � and O; in
particular, no subscripts implies that the constants are absolute.

Define the logarithmic integral, Li(x) =
∫ x
2

dt
log t . The function Li(x) is asymptotic to x/ log x as

x→∞.
Let F be a number field. Let F be a fixed algebraic closure of F , and let F ab be the maximal

abelian extension of F in F . We denote the ring of integers of F by OF . For each nonzero prime
ideal p of OF , let N(p) be the cardinality of the field OF /p. Let ΣF be the set of nonzero prime
ideals of OF , and let ΣF (x) be the set of p ∈ ΣF with N(p) ≤ x. Let dF be the absolute discriminant
of F .

Consider a Galois extension L/F of number fields with Galois group Gal(L/F ). Fix a p ∈ ΣF

that is unramified in L and choose a P ∈ ΣL dividing p; we will denote by (P, L/F ) ∈ Gal(L/F )
the corresponding Frobenius automorphism. The conjugacy class of (P, L/F ) in Gal(L/F ) does
not depend on which prime P ∈ ΣL we chose, and will be denoted by (p, L/F ) or simply Frobp if
the field extension is clear from context.

The symbol k will always denote a imaginary quadratic extension of Q. Let hk be the class
number of Ok, and wk the number of roots of unity in k. Whenever k is being used, we will denote
the Hilbert class field of k by H. For an integer m ≥ 1, let ν(m) be the number of distinct prime
divisors of m. Finally, the symbols ` and p will only be used to denote rational primes.
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2. Galois representations

In this section, we describe the Galois representations that will be needed for our proof of
Theorem 1.3. These are amongst the representations used by Serge Lang and Hale Trotter in their
heuristics for Conjecture 1.1 (cf. Appendix A).

2.1. Torsion fields of elliptic curves. For the basics on elliptic curves see [Sil92]. Fix an elliptic
curve E defined over a number field F . For each integerm ≥ 1, let E[m] be the group ofm-torsion in
E(F ). The natural Gal(F/F )-action on E[m] gives a representation, ρ : Gal(F/F ) → Aut(E[m]).
We denote by F (E[m]) the fixed field in F of ker ρ, thus ρ induces an injective homomorphism

ρE/F,m : Gal(F (E[m])/F ) ↪→ Aut(E[m]).

The group E[m] is a free Z/mZ-module of rank 2, so there are well-defined trace and determinant
maps, tr : Aut(E[m]) → Z/mZ and det : Aut(E[m]) → (Z/mZ)×.

Let µm be the group of m-th roots of unity in F . Let χ : Gal(F/F ) → (Z/mZ)× be the
character such that σ(ζ) = ζχ(σ), for all ζ ∈ µm, σ ∈ Gal(F/F ). This character induces an
injective homomorphism

χF,m : Gal(F (µm)/F ) ↪→ (Z/mZ)× .
If Q(µm) ∩ F = Q, then χF,m is an isomorphism. The next lemma is a direct consequence of the
compatibility of the Weil pairing of E with the Galois action.

Lemma 2.1. With notation as above, F (µm) ⊆ F (E[m]), and for all σ ∈ Gal(F (E[m])/F )

det ρE/F,m(σ) = χF,m(σ|F (µm)).

For a finite group G, let G′ be the derived subgroup of G; i.e., G′ is the smallest normal subgroup
of G such that G/G′ is abelian.

Lemma 2.2. If m is a positive integer relatively prime to 6, then GL2(Z/mZ)′ = SL2(Z/mZ).

Proof. See Corollary 8 of the appendix to [Coj05]. �

Lemma 2.3. Let E be a non-CM elliptic curve defined over a number field F , and let m be a
positive integer relatively prime to 6 such that ρE/F,m is an isomorphism. Then

F (E[m]) ∩ F ab = F (µm).

Proof. By assumption ρE/F,m : Gal(F (E[m])/F ) → Aut(E[m]) is an isomorphism, so by Lemma
2.2

Gal(F (E[m])/F )′ = {σ ∈ Gal(F (E[m])/F ) : det ρE/F,m(σ) = 1}.
From Lemma 2.1, we deduce that Gal(F (E[m])/F )′ = Gal(F (E[m])/F (µm)). Therefore,

Gal(F (E[m]) ∩ F ab/F ) = Gal(F (E[m])/F )/Gal(F (E[m])/F )′ = Gal(F (µm)/F )

and the lemma follows. �

The following deep theorem, which is vital for this paper, is due to Serre.

Theorem 2.4. Let E be a non-CM elliptic curve defined over a number field F . There is a positive
integer AE,F such that the Galois representation

ρE/F,m : Gal(F (E[m])/F ) → Aut(E[m])

is an isomorphism for all m relatively prime to AE,F .

Proof. This follows from [Ser72, p.299 Théorème 3′], which says that the index

[Aut(E[m]) : ρE/F,m(Gal(F (E[m])/F ))]

is bounded independent of m. �
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We now specialize to the case that will be of interest to us.

Lemma 2.5. Let E be a non-CM elliptic curve defined over Q. There is a constant cE > 0 such
that for any imaginary quadratic extension k of Q with Hilbert class field H,

ρE/H,` : Gal(H(E[`])/H) ↪→ Aut(E[`])

is an isomorphism for all primes ` ≥ cE that are unramified in k.

Proof. By Theorem 2.4, there is a constant cE ≥ 5 such that ρE/Q,` is an isomorphism for all primes
` ≥ cE . Take any ` ≥ cE which is unramified in k.

In order to show that ρE/H,` : Gal(H(E[`])/H) ↪→ Aut(E[`]) is an isomorphism it suffices to show
that Q(E[`])∩H = Q, since in this situation we have a canonical isomorphism Gal(H(E[`])/H) ∼=
Gal(Q(E[`])/Q) and ρE/Q,` is an isomorphism.

Suppose that Q(E[`]) ∩H 6= Q. The field Q(E[`]) ∩H is a solvable extension of Q, so there is a
field L ⊆ Q(E[`]) ∩H with L/Q a non-trivial abelian extension. By Lemma 2.3, L is a subfield of
Q(µ`)∩H (` 6= 2 or 3, since we have chosen cE ≥ 5). We deduce that L is unramified over Q at all
prime numbers except possibly `. However, L is a subfield of H which is unramified at ` (since k
is). Therefore, L is unramifed over Q at all finite places and thus L = Q, contradicting that L/Q
is a non-trivial extension. �

Remark 2.6.
(i) The constant cE of Lemma 2.5 is independent of the field k.
(ii) The constant cE can be bounded explicitly in terms ofNE (for example, see [Coj05, Theorem

2]). Serre has asked whether one can take cE = 41 [Ser81, p.399 Question 2].

Given an elliptic curve E over a number field F and a prime p ∈ ΣF of good reduction, define

ap(E) = N(p) + 1− |Ep(OF /p)|.
Fix a positive integer m. If p ∈ ΣF is a prime of good reduction for E which does not divide m,
then p is unramified in the extension F (E[m])/F . By Lemma 2.1,

det
(
ρE/F,m(Frobp)

)
= χF,m(Frobp) ≡ N(p) (modm),

and one can show that
tr

(
ρE/F,m(Frobp)

)
≡ ap(E) (modm).

2.2. Class field theory of k. Let k be an imaginary quadratic extension of Q. We now review
some class field theory concerning k; this will be especially simple since k has no real places and
the group O×k is finite.

Fix a p ∈ Σk. Given a fractional ideal a of k, let vp(a) ∈ Z be the power of p occuring in
the factorization of a. For a ∈ k×, define vp(a) := vp(aOk) (and extend this definition by setting
vp(0) = +∞).

Fix a nonzero integral ideal m of k. Let S(m) be the set of maximal ideals of Ok dividing m

and let IS(m)
k be the group of fractional ideals of k generated by Σk − S(m). Define the following

subgroups of k×:
km = {a ∈ k× : vp(a) = 0 for all p|m}

and
km,1 = {a ∈ km : vp(a− 1) ≥ vp(m) for all p|m}.

Now consider the group homomorphism ι : km → I
S(m)
k , which takes an element of km to the

fractional ideal of k it generates. The ray class group modulo m is then defined as

Clm = I
S(m)
k /ι(km,1).
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Note that for m = Ok, ClOk
is just the usual class group of k, which we will also denote by Clk.

Lemma 2.7. Let m be a nonzero proper ideal of Ok. Define a group homomorphism

βm : (Ok/m)× → Clm, a+ m 7→ aOk · i(km,1).

There is an exact sequence of groups

1 → O×k /O
×
k ∩ (1 + m) α→ (Ok/m)×

βm→ Clm
γ→ Clk → 1,

where α is reduction modulo m and γ is induced by the natural map IS(m)
k → Clk.

Proof. It is straightforward to show that

(2.1) 1 → O×k ∩ (1 + m) = O×k ∩ km,1 → O×k → km/km,1
ι→ Clm

γ→ Clk → 1

is an exact sequence. We have a natural inclusion, km ↪→ O×k,m, where Ok,m is the m-adic completion
of Ok. Composing with the reduction modulo m map gives a group homomorphism, f : km →
(Ok,m/mOk,m)× = (Ok/m)×. This induces an isomorphism, f : km/km,1

∼→ (Ok/m)×. Identifying
km/km,1 in (2.1) by (Ok/m)× via the isomorphism f , gives the desired exact sequence. �

There is a unique abelian extension k(m) of k (in a fixed algebraic closure k of k) that is unramified
outside S(m) and for which the Artin map

I
S(m)
k → Gal(k(m)/k), a 7→

∏
p∈Σk−S(m)

(p, k(m)/k)vp(a)

has kernel i(km,1) (note that we can view (p, k(m)/k) as an element of Gal(k(m)/k) since the group
is abelian). This induces a group isomorphism

(2.2) ϕk(m)/k : Clm
∼→ Gal(k(m)/k).

The field k(m) is the ray class field for m. The field k(Ok) is the Hilbert class field of k, which we
will always denoted by H. For a nonzero integer m, we will write k(m) instead of k(mOk).

Fix an integer m ≥ 5. We now apply the above class field theory with m = Ok and mOk. The
following diagram commutes,

ClmOk

��

∼
ϕk(m)/k

// Gal(k(m)/k)

��

Clk ∼
ϕH/k

// Gal(H/k),

where the left and right maps are quotient and restriction maps respectively. The commutative
diagram induces an isomorphism

(2.3) ϕk(m)/k : ker (ClmOk
→ Clk)

∼→ Gal(k(m)/H).

Since m ≥ 5, one can check that O×k ∩ (1 +mOk) = {1}. By Lemma 2.7, there is an isomorphism

(2.4) βmOk
: (Ok/mOk)

× /O×k
∼→ ker (ClmOk

→ Clk) ,

where we have identified O×k with its image in (Ok/mOk)
×. Composing the inverses of (2.3) and

(2.4) defines an isomorphism

(2.5) ψk,m : Gal(k(m)/H) ∼→ (Ok/mOk)
× /O×k .

We now give an explicit description of how the map ψk,m acts on Frobenius elements.
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Lemma 2.8. Let m ≥ 5 be an integer and p - m a rational prime. Suppose that p splits completely
in H, and let P ∈ ΣH be a prime ideal dividing p. The prime ideal p = P ∩ Ok is principal. For
any generator π ∈ OK of p, we have

ψk,m(FrobP) = (π +mOk)O×k ∈ (Ok/mOk)
× /O×k .

Proof. Since p splits completely in H, it must be principal; so there is indeed an element π ∈ Ok

generating p. The map (2.4) sends (π+mOk)O×k to the ideal class in ClmOk
of πOk = p. The map

ϕk(m)/k sends the ideal class containing p to the Frobenius element (p, k(m)/k) ∈ Gal(k(m)/k).
Since p splits completely in H, (p, k(m)/k) = (P, k(m)/H). The lemma is now immediate from
our definition of ψk,m. �

Remark 2.9. Lemma 2.8 actually gives a full description of ψk,m since every element in Gal(k(m)/H)
is of the form FrobP with P as in the lemma (this is an easy consequence of the Chebotarev density
theorem).

Let N : (Ok/mOk)
× /O×k → (Z/mZ)× be the norm map, which is well defined since the norm

map takes value 1 on O×k .

Lemma 2.10. Fix an integer m ≥ 5. Then H(µm) ⊆ k(m), and for all σ ∈ Gal(k(m)/H)

N(ψk,m(σ)) = χH,m(σ|H(µm)).

Proof. Let p - m be a prime that splits completely in H and let P ∈ ΣH be any prime dividing p
(such P have density 1 in the prime ideals of H). Fix a generator π of P ∩ Ok. By Lemma 2.8,

N(ψk,m((P, k(m)/H))) ≡ N(π) = N(P) (modm).

Since χH,m((P,H(µm)/H)) ≡ N(P) (modm), we have

(2.6) N(ψk,m((P, k(m)/H))) = χH,m((P,H(µm)/H)).

If any such P splits completely in k(m), then by (2.6) it also splits completely in H(µm). Class
field theory then tells us that H(µm) ⊆ k(m). For any σ ∈ Gal(k(m)/H), there exists a P ∈ ΣH

dividing a rational prime p - m such that p splits completely in H and σ = (P, k(m)/H). Then
(2.6) becomes N(ψk,m(σ)) = χH,m(σ|H(µm)). �

We now consider the trace map

Tr: Ok/mOk → Z/mZ.

Lemma 2.11. Let m ≥ 5 be an integer and p - m a prime. Suppose that p splits completely in H,
and let P ∈ ΣH be a prime ideal dividing p. Then

Tr(ψk,m(FrobP)) = {Trk/Q(π) (modm) : π ∈ Ok generates P ∩ Ok}.

Proof. Let $ be a generator of P ∩ Ok. By Lemma 2.8, ψk,m(FrobP) = ($ +mOk)O×k .

Tr(ψk,m(FrobP)) = Tr
(
{$ζ +mOk : ζ ∈ O×k }

)
= {Trk/Q($ζ) (modm) : ζ ∈ O×k }
= {Trk/Q(π) (modm) : π ∈ Ok that generate P ∩ Ok} �
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2.3. Mixed representations. Let E be a non-CM elliptic curve over Q, and let k be an imaginary
quadratic field. In this section, we combine the Galois representations ρE/H,m and ψk,m. Fix any
integer m ≥ 5. Define the number field

L(m) = H(E[m])k(m),

the Galois group
G(m) = Gal(L(m)/H),

and the group

G (m) = {(A, u) ∈ Aut(E[m])×
(
(Ok/mOk)×/O×k

)
: det(A) = N(u)}.

We then have an important homomorphism

Ψm : G(m) → G (m), σ 7→
(
ρE/H,m(σ|H(E[m])), ψk,m(σ|k(m))

)
.

The map Ψm is well-defined, since by Lemmas 2.1 and 2.10

det(ρE/H,m(σ|H(E[m]))) = χH,m(σ|H(µm)) = N(ψk,m(σ|k(m))).

The map Ψm is injective since both ρE/H,m and ψk,m are injective.

Remark 2.12. The notation just introduced does not indicate the dependence on E or k, which will
always be fixed whenever these concepts appear.

Lemma 2.13. Let m ≥ 5 be an integer relatively prime to 6 such that ρE/H,m is an isomorphism.
Then H(E[m]) ∩ k(m) = H(µm).

Proof. We have already seen that H(E[m]) ⊇ H(µm) and k(m) ⊇ H(µm), so H(E[m]) ∩ k(m) ⊇
H(µm) . Since k(m) is an abelian extension ofH, we deduce from Lemma 2.3 thatH(E[m])∩k(m) ⊆
H(µm). �

Lemma 2.14. Suppose m ≥ 5 is relatively prime to 6 and ρE/H,m is an isomorphism. Then Ψm

is an isomorphism.

Proof. We already know that Ψm is injective, so all that remains to prove is surjectivity. Take any
(A, u) ∈ G (m). Since ρE/H,m and ψk,m are isomorphisms, there exist σ′ ∈ Gal(H(E[m])/H) and
σ′′ ∈ Gal(k(m)/H) such that ρE/H,m(σ′) = A and ψk,m(σ′′) = u. By Lemmas 2.1 and 2.10, we
have

χH,m(σ′|H(µm)) = det ρE/H,m(σ′) = detA = N(u) = N(ψk,m(σ′′)) = χH,m(σ′′|H(µm)),

and thus σ′|H(µm) = σ′′|H(µm). By Lemma 2.13, H(E[m])∩k(m) = H(µm), so there exists a unique
σ ∈ Gal(H(E[m])k(m)/H) = G(m) such that σ|H(E[m]) = σ′ and σ|k(m) = σ′′.

Ψm(σ) =
(
ρE/H,m(σ|H(E[m])), ψk,m(σ|k(m))

)
=

(
ρE/H,m(σ′), ψk,m(σ′′)

)
= (A, u) �

3. Frobenius conditions on PE,k

3.1. An upper bound. Consider the following subset of G(m), which is stable under conjugation:

(3.1) C(m) :=
{
σ ∈ G(m) : tr(ρE/H,m(σ|H(E[m]))) ∈ Tr(ψk,m(σ|k(m)))

}
.

Lemma 3.1. Let p be a prime where E has good ordinary reduction and Q(πp(E)) ∼= k; then p
splits completely in H. If m ≥ 5 is an integer with p - m, then (P, L(m)/H) ⊆ C(m) for all
P ∈ ΣH dividing p.

9



Proof. To ease notation, let k = Q(πp(E)). Since πp(E) is a root of x2 − ap(E)x + p, we have
ap(E) = Trk/Q (πp(E)) and p = Nk/Q (πp(E)). The equality p = Nk/Q (πp(E)) implies that p is
either split or ramified in k, so

pOk = p · pτ ,

where p = πp(E)Ok and τ is the non-trivial automorphism of k. If p is ramified in k, then

ap(E) = Trk/Q (πp(E)) = πp(E) + πp(E)τ ∈ p + pτ = p.

Hence ap(E) ≡ 0 (mod p), contradicting our assumption that E had ordinary reduction at p. There-
fore, p splits in k. Since p and pτ are principal ideals in Ok, the prime p splits completely in H.

Fix an m ≥ 5 relatively prime to p. Take any P ∈ ΣH dividing p. From above, there is a
π ∈ {πp(E), πp(E)τ} which generates P∩Ok. Since p splits completely inH we haveOH/P = Z/pZ.
Thus N(P) = p and

aP(E) = |EP(OH/P)| − (N(P) + 1) = |Ep(Z/pZ)| − (p+ 1) = ap(E).

By Lemma 2.11,
Trk/Q(π) (mod m) ∈ Tr(ψk,m(FrobP)).

Since tr(ρE/H,m(FrobP)) ≡ aP(E) = ap(E) = Trk/Q(π) (modm),

tr(ρE/H,m(FrobP)) ∈ Tr(ψk,m(FrobP)).

Therefore, (P, L(m)/H) ⊆ C(m) as desired. �

Definition 3.2. Let L/K be a Galois extension of number fields with Galois group G, and let C
be a subset of G stable under conjugation. Define

πC(x, L/K) = #{p ∈ ΣK(x) : p unramified in L, and (p, L/K) ⊆ C}.

Proposition 3.3. Let E/Q be a non-CM elliptic curve and let k be an imaginary quadratic exten-
sion of Q. Fix an integer m ≥ 5. Then

PE,k(x) ≤
1

2hk
πC(m)(x, L(m)/H) + ν(m),

where C(m) ⊆ G(m) is defined as in (3.1), and L(m) is defined as in §2.3.

Proof. Let p ≤ x be a prime relatively prime to m such that E has good ordinary reduction at p
and Q(πp(E)) ∼= k (equivalently EndFp

(Ep)⊗Z Q ∼= k).
Lemma 3.1 shows that p splits completely in H and hence pOH factors into [H : Q] = 2hk distinct

prime ideals P ∈ ΣH all of norm p. Given any such P ∈ ΣH , we have (P, L(m)/H) ⊆ C(m).
Therefore

#{p ≤ x : p - mNE ,EndFp
(Ep)⊗Z Q ∼= k} ≤ 1

2hk
πC(m)(x, L(m)/H),

and hence PE,k(x) ≤ 1
2hk

πC(m)(x, L(m)/H) + ν(m) by including the primes which divide m. �

3.2. Cardinality of conjugacy classes. In order to use the Chebotarev density theorem to
estimate PE,k(x) (via Proposition 3.3), we need estimates on |C(m)| and |C(m)|/|G(m)|. We limit
ourselves to the case where m is prime. Though one could compute these values exactly, we will
be satisfied with upper bounds. Let χ be the Kronecker character of the field k.

Lemma 3.4. Let ` ≥ 5 be a prime that is unramified in k, then

|G (`)| = `(`− 1)2(`+ 1)(`− χ(`))/wk,

where G (`) is defined as in §2.3.
10



Proof. Since ` is unramified in k (and hence also in H), the character χH,` : Gal(H(µ`)/H) →
(Z/`Z)× is surjective. Therefore by Lemma 2.10, the homomorphism N : (Ok/`Ok)×/O×k →
(Z/`Z)× is surjective. The homomorphism det : Aut(E[`]) → (Z/`Z)× is also surjective.

|G (`)| =
|Aut(E[`])| · |(Ok/`Ok)×/O×k |

|(Z/`Z)×|
= `(`2 − 1)|(Ok/`Ok)×|/wk

The lemma follows by noting that |(Ok/`Ok)×| = (`− 1)(`− χ(`)). �

Lemma 3.5. Suppose ` is a rational prime unramified in k. For any t ∈ Z/`Z and d ∈ (Z/`Z)×,

#{u ∈ (Ok/`Ok)× : N(u) = d,Tr(u) = t} ≤ 4.

Proof. Suppose that u ∈ (Ok/`Ok)× satisfies N(u) = d and Tr(u) = t. Then u is a root of the
polynomial f(x) = x2 − tx+ d ∈ Z/`Z[x].

• If ` is inert in k, then Ok/`Ok is a field. Therefore f(x) = 0 has at most two roots in
Ok/`Ok.

• If ` splits in k, then there is a ring isomorphism Ok/`Ok
∼= Z/`Z× Z/`Z. So f(x) = 0 has

at most four roots in Ok/`Ok. �

Lemma 3.6. Let ` ≥ 5 be a prime that is unramified in k.
(i) Then

[L(`) : H] = |G(`)| ≤ `(`− 1)2(`+ 1)(`− χ(`))/wk,

with equality holding if ρE/H,` is an isomorphism.
(ii) If ρE/H,` is an isomorphism, then

|C(`)| � `4 and
|C(`)|
|G(`)|

� 1
`
.

Proof.
(i) The map Ψ` is always injective, so [L(`) : H] = |G(`)| ≤ |G (`)|. If ρE/H,` is an isomorphism

then Ψ` is an isomorphism by Lemma 2.14, so [L(`) : H] = |G(`)| = |G (`)|. Part (i) now
follows from Lemma 3.4.

(ii) By Lemma 2.14, Ψ` : G(`) → G (`) is an isomorphism and hence

Ψ`(C(`)) = {(A, u) ∈ G (`) : tr(A) ∈ Tr(u)} .

|C(`)| = #{(A, u) ∈ G (`) : tr(A) ∈ Tr(u)}
= #{(A, u) ∈ Aut(E[`])×

(
(Ok/`Ok)×/O×k

)
: det(A) = N(u), tr(A) ∈ Tr(u)}

≤ #{(A, u) ∈ Aut(E[`])× (Ok/`Ok)× : det(A) = N(u), tr(A) = Tr(u)}
By Lemma 3.5,

|C(`)| ≤ 4 · |Aut(E[`])| ≤ 4`4.
Using wk ≤ 6 and our formula for |G(`)| from part (i), we have 1/|G(`)| � 1/`5. Therefore,
|C(`)|/|G(`)| � `4/`5 = 1/`. �

3.3. A zero density result. We now give a simple consequence of the work done so far.

Proposition 3.7. Let E be a non-CM elliptic curve defined over Q, and let k be an imaginary
quadratic extension of Q. Then

lim
x→∞

PE,k(x)
π(x)

= 0.

In other words, the set of primes p such that EndFp
(Ep)⊗Z Q ∼= k has natural density zero.

11



Proof. Consider any prime ` ≥ 5 such that ` is unramified in k and ρE/H,` is an isomorphism.
By Lemma 2.5, these conditions will be true for all ` sufficiently large. By Proposition 3.3 and
the Chebotarev density theorem, lim supx→∞ PE,k(x)/π(x) ≤ 1

2hk
|C(`)|/|G(`)|. By Lemma 3.6,

lim supx→∞ PE,k(x)/π(x) � 1
2hk` . Since this holds for all sufficiently large primes `, we deduce that

lim supx→∞ PE,k(x)/π(x) = 0. �

Theorem 1.3 gives an effective version of Proposition 3.7. In order to prove the theorem we will
need effective versions of the Chebotarev density theorem.

4. Effective Chebotarev density theorems

Let L/K be a Galois extension of number fields with Galois group G. Let C be a subset of G
stable under conjugation. Recall from Definition 3.2 that

πC(x, L/K) = #{p ∈ ΣK(x) : p unramified in L, and (p, L/K) ⊆ C}.

The Chebotarev density theorem says that as x→∞,

πC(x, L/K) =
|C|
|G|

Lix+ o
( x

log x

)
.

An effective version would give an explicit error term.

The extension L/K is said to satisfy Artin’s Holomorphy Conjecture (AHC) if for each non-
trivial irreducible representation ρ of G, the Artin L-series L(s, ρ) has analytic continuation to the
whole complex plane. The Generalized Riemann Hypothesis (GRH) asserts that the Dedekind zeta
function of any number field has no zeros with real part > 1/2.

4.1. The constant M(L/K). Let L/K be an extension of number fields. Define

M(L/K) := [L : K]d1/[K:Q]
K

∏
p∈P (L/K)

p,

where dK is the absolute discriminant of K and

P (L/K) := {p : there exists a p ∈ ΣK such that p|p and p is ramified in L}.

Lemma 4.1. Let K ⊆ F ⊆ L be number fields, then M(F/K) ≤M(L/K).

Proof. This is immediate from [F : K] ≤ [L : K] and P (F/K) ⊆ P (L/K). �

4.2. Conditional versions of the Chebotarev density theorem.

Proposition 4.2. Let L/K be a Galois extension of number fields with Galois group G. Let C be
a subset of G stable under conjugation, and let H be a normal subgroup of G such that HC ⊆ C.

(i) Suppose that GRH holds. Then

πC(x, L/K) =
|C|
|G|

Lix+O
( |C|
|H|

x1/2[K : Q] log
(
M(L/K)x

))
.

(ii) Suppose that GRH holds and that AHC is true for the extension LH/K. Then

πC(x, L/K) =
|C|
|G|

Lix+O
(( |C|
|H|

)1/2
x1/2[K : Q] log

(
M(L/K)x

))
.

Proof.
12



(i) The H = 1 case is a consequence of Remark 3 following [Ser81, Théorème 4].
Now suppose H 6= 1, and let C be the image of C in G/H = Gal(LH/K). The inclusion

HC ⊆ C (which is equivalent to HC = C) implies that |C| = |C|/|H|.
Let p ∈ ΣK be a prime ideal unramified in L. Choose any P ∈ ΣL dividing p. The equality

HC = C implies that (P, L/K) ∈ C if and only if (P ∩OLH , LH/K) = (P, L/K) ·H ∈ C.
Therefore (p, L/K) ⊆ C if and only if (p, LH/K) ⊆ C. We deduce that

πC(x, LH/K) = πC(x, L/K) +O([K : Q]|P (L/K)|),

where the error term bounds the number of prime ideals in ΣK which are ramified in L and
unramified in LH . By the case already done and Lemma 4.1,

πC(x, LH/K) =
|C|

|G/H|
Lix+O

(
|C|x1/2[K : Q] log

(
M(LH/K)x

))
=
|C|
|G|

Lix+O
( |C|
|H|

x1/2[K : Q] log
(
M(L/K)x

))
and hence

πC(x, L/K) =
|C|
|G|

Lix+O
( |C|
|H|

x1/2[K : Q] log
(
M(L/K)x

)
+ [K : Q]|P (L/K)|

)
.

The desired error term follows by noting that |C|/|H| ≥ 1 (unless C = ∅, in which case the
proposition is trivial), and |P (L/K)| ≤ 2 log(

∏
p∈P (L/K) p) ≤ 2 logM(L/K).

(ii) See [MMS88, Proposition 3.12]. �

Remark 4.3. Artin’s Holomorphy Conjecture is known for abelian extensions, because in that
case Artin L-functions are also Hecke L-functions which are known to have the desired analytic
continuation. We will later apply Proposition 4.2(ii) in the case where G/H is an abelian group,
and hence the resulting estimate will be conditional only upon GRH.

4.3. Unconditional versions of the Chebotarev density theorem.

Lemma 4.4. Let L be a number field. If L = Q, then ζ(s) = ζQ(s) has no zeros in the real interval
1/2 ≤ σ ≤ 1. If L 6= Q, then the Dedekind zeta function ζL(s) has at most one zero in the real
interval, 1− (4 log dL)−1 ≤ σ ≤ 1.

Proof. See [Sta74, Lemma 3]. �

Definition 4.5. If the exceptional zero of Lemma 4.4 exists, then we will denote in by βL.

Proposition 4.6. Let L/K be a Galois extension of number fields with Galois group G. Let C
be a subset of G stable under conjugation, and let ||C|| be the number of conjugacy classes of G
contained in C.

There is an absolute constant c > 0 such that if x ≥ exp
(
10 · [L : Q](log dL)2

)
, then

∣∣∣πC(x, L/K)− |C|
|G|

Lix
∣∣∣ ≤ |C|

|G|
Li(xβL) +O

(
||C||x exp

(
−c

√
log x

[L : Q]

))
,

where the term |C|
|G| Li(xβL) is present only when the exceptional zero βL exists.

Proof. See [LO77, Theorem 1.3]. �

Proposition 4.7. Let L/K be a Galois extension of number fields with Galois group G. Let C
be a subset of G stable under conjugation, and suppose H is a normal subgroup of G such that

13



G/H is abelian and HC ⊆ C. There are absolute constants b, c > 0 such that if log x ≥ b[K :
Q](logM(L/K))2, then∣∣∣πC(x, L/K)−|C|

|G|
Lix

∣∣∣ ≤ |C|
|G|

Li(xβL)+O
(( |C|
|H|

)1/2
[K : Q]x exp

(
−c

√
log x

[K : Q]

)
(log(M(L/K)x))2

)
,

where the term |C|
|G| Li(xβL) is present only when the exceptional zero βL exists.

Proof. This follows from [Mur97, Theorem 4.6], though see Remark 4.8. We have assumed that
G/H is abelian, so one can show (in the notation of [Mur97]) that dG/H = 1 and |χG/H(C)| ≤
|C| = |C|/|H|. �

Remark 4.8. Proposition 4.7 is a special case of [Mur97, Theorem 4.6], which treats the case where
AHC holds for all characters of the Galois group G/H (which need not be abelian). It also gives a
more precise dependence on the exception zero than we have (we will make use of only the trivial
bound βL ≤ 1 in our application). Unfortunately, due to some printing problems a few typos were
introduced into the published version of [Mur97]; in particular |D|1/2/|H| should be replaced by
(|D|/|H|)1/2 in [Mur97, Theorem 4.6].

4.4. The function π̃C(x, L/K). Let L/K be a Galois extension of number fields with Galois group
G. For each prime ideal p ∈ ΣK , choose any P ∈ ΣL dividing p. We then have a distinguished
Frobenius element σP ∈ DP/IP, where DP and IP are the decomposition and inertia subgroups of
G at P. Let ϕ be a class function on G. For m ≥ 1, define

ϕ(Frobm
p ) :=

1
|IP|

∑
g∈DP

gIP=σm
P∈DP/IP

ϕ(g).

As the notation suggests, the value of ϕ(Frobm
p ) is independent of the choice of P ∈ ΣL. For p

unramified in L, this definition agrees with the value of ϕ on the conjugacy class Frobm
p of G. Define

πϕ(x) :=
∑

p∈ΣK unramified in L
N(p)≤x

ϕ(Frobp) and π̃ϕ(x) :=
∑

p∈ΣK ,m≥1
N(pm)≤x

1
m
ϕ(Frobm

p ).

Definition 4.9. Let L/K be a Galois extension of number fields with Galois group G. Let C be a
subset of G stable under conjugation, and let δC : G → {0, 1} be the characteristic function of C.
Define π̃C(x, L/K) := π̃δC

(x).

Fix a finite group G and an element s ∈ G. Let CG(s) be the conjugacy class of G containing
s, and let CentG(s) be the centralizer (i.e., the group of g ∈ G such that gsg−1 = s). The orbit-
stabilizer formula gives |CG(s)| = |G|/|CentG(s)|.

Let H be a subgroup of G, and suppose that ϕ is a class function of H. The induced class
function on G is defined by (IndG

H ϕ)(g) = 1
|H|

∑
t∈G, t−1gt∈H ϕ(t−1gt).

Proposition 4.10. Let L/K be a Galois extension of number fields with Galois group G, and let
H be a subgroup of G.

(i) For any class function ϕ of H,

π̃IndG
H ϕ(x) = π̃ϕ(x).

(ii) For any s ∈ H,

π̃CH(s)(x, L/L
H) = [CentG(s) : CentH(s)] · π̃CG(s)(x, L/K).

Proof.
14



(i) See [Ser81, Proposition 8(a)].
(ii) Let δCH(s) : H → {0, 1} and δCG(s) : G→ {0, 1} be the characteristic functions of CH(s) and

CG(s) respectively. One can check that IndG
H δCH(s) = λ · δCG(s) for some λ. Thus using

part (i),

π̃CH(s)(x, L/L
H) = π̃δCH (s)

(x) = π̃IndG
H δCH (s)

(x) = λ · π̃δCG(s)
(x) = λ · π̃CG(s)(x, L/K).

To compute λ, we use Frobenius reciprocity (see [Ser77, Theorem 13]).

λ

|CentG(s)|
= λ

|CG(s)|
|G|

=
〈
λ · δCG(s), 1G

〉
G

=
〈
IndG

H δCH(s), 1G

〉
G

=
〈
δCH(s), 1H

〉
H

=
|CH(s)|
|H|

=
1

|CentH(s)|
�

The next proposition bounds the difference between π̃C(x, L/K) and πC(x, L/K).

Proposition 4.11. Let L/K be a Galois extension of number fields with Galois group G.
(i) Let ϕ be a class function of G, and define ||ϕ|| = sups∈G |ϕ(s)|. Then

π̃ϕ(x)− πϕ(x) � ||ϕ||
( 1

[L : K]
log dL + [K : Q]x1/2

)
.

(ii) If C is a subset of G stable under conjugation, then

π̃C(x, L/K)− πC(x, L/K) � [K : Q]
( 1

[L : Q]
log dL + x1/2

)
.

Proof. Part (i) is [Ser81, Proposition 7]. Part (ii) follows from (i) by letting ϕ be the characteristic
function of C. �

5. Preliminary bounds

Throughout this section we fix a non-CM elliptic curve E defined over Q and an imaginary
quadratic extension k/Q.

In §5.1 and §5.2, we give some bounds that will show up in our proofs. In §5.3, which is not
needed for the rest of the paper, we use an effective Chebotarev density theorem to prove (under
GRH) that

PE,k(x) �E
1

h
3/4
k

x7/8

(log x)1/2
+ x1/2(log x)4.

The reason for proving this bound (which is usually weaker than Theorem 1.3) is to illustrate the
basic principle of the proof without the extra group theory calculations of §6.

5.1. Trivial PE,k(x) bound. The following easy lemma shows that for a fixed k, the function
PE,k(x) vanishes for small x.

Lemma 5.1. If dk > 4x, then PE,k(x) = 0.

Proof. Suppose p ≤ x is a prime such that Q(πp(E)) ∼= k. Thus Q(
√
ap(E)2 − 4p) = Q(

√
−dk),

and one shows that −dk divides ap(E)2 − 4p (the divisibility with respect to the prime 2 follows
from ap(E)2 − 4p being congruent to 0 or 1 modulo 4). Therefore, dk ≤ 4p− ap(E)2 ≤ 4x. �
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5.2. A bound on logM(L/K).

Lemma 5.2. For a finite extension L/K of number fields,
1

[L : Q]
log dL ≤

1
[K : Q]

log dK +
(
1− 1

[L : K]

) ∑
p∈P (L/K)

log p+ |P (L/K)| log[L : K].

Proof. See [Ser81, Proposition 4´]. �

Lemma 5.3. Let ` ≥ 5 be a prime that is unramified in k, and let K be a field such that H ⊆ K ⊆
L(`). Then 1

[K:Q] log dK �E log(`d1/2
k ).

Proof. We first use Lemma 5.2 and the inclusions P (K/H) ⊆ P (L(`)/H) ⊆ {`} ∪ {p : p|NE}.
1

[K : Q]
log dK ≤ 1

[H : Q]
log dH +

∑
p∈P (K/H)

log p+ |P (K/H)| log[K : H]

≤ 1
[H : Q]

log dH + log(`NE) + (ν(NE) + 1) log[L(`) : H]

From Lemma 5.2 and P (H/k) = ∅, we have 1
[H:Q] log dH ≤ 1

[k:Q] log dk = 1
2 log dk. By Lemma 3.6,

[L(`) : H] ≤ `5. We now combine these facts with the previous inequality to obtain

1
[K : Q]

log dK ≤ 1
2

log dk + log(`NE) + (ν(NE) + 1) log(`5)

�E
1
2

log dk + log(`) = log(`d1/2
k ). �

Lemma 5.4. Let ` ≥ 5 be a prime that is unramified in k. Let K and L be Galois extensions of
H such that H ⊆ K ⊆ L ⊆ L(`). Then logM(L/K) �E log(`d1/2

k ).

Proof. By the definition of M(L/K), logM(L/K) = log[L : K] + 1
[K:Q] log dK +

∑
p∈P (L/K) log p.

By Lemma 3.6 we have [L(`) : H] ≤ `5, by Lemma 5.3 we have 1
[K:Q] log dK �E log(`d1/2

k ), and
since P (L/K) ⊆ P (L(`)/H) we have

∑
p∈P (L/K) log p ≤ log(`NE). Therefore, logM(L/K) �E

log(`d1/2
k ) as desired. �

5.3. A quick bound on PE,k(x). We may assume that dk ≤ 4x (otherwise by Lemma 5.1,
PE,k(x) = 0, and our final bounds will be vacuously true).

Fix a prime ` ≥ 5 such that ` is unramified in k and ρE/H,` is an isomorphism; we will make a
specific choice of ` later. There is an injective homomorphism

i : (Z/`Z)× ↪→ G (`), a 7→
(
a · I, a

)
.

The image i((Z/`Z)×) lies in the center of G (`) and hence is a normal subgroup of G (`). Let H (`)
be the corresponding normal subgroup of G(`) under the isomorphism Ψ` : G(`) ∼→ G (`). We find
that

H (`)C(`) ⊆ C(`),

since the trace maps tr : Aut(E[`]) → Z/`Z and Tr:
(
Ok/`Ok

)× → Z/`Z commute with multipli-
cation by elements of (Z/`Z)×. By Proposition 3.3, PE,k(x) ≤ 1

2hk
πC(`)(x, L(`)/H) + 1. Assuming

GRH, by the Chebotarev density theorem (Proposition 4.2(i)),

PE,k(x) ≤
1

2hk

( |C(`)|
|G(`)|

Lix+O
( |C(`)|
|H (`)|

x1/2[H : Q] log
(
M(L(`)/H)x

)))
+ 1.
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Using Lemma 3.6 and Lemma 5.4,

PE,k(x) �E
1

2hk

1
`

x

log x
+ `3x1/2 log

(
`d

1/2
k x

)
.(5.1)

Since dk ≤ 4x,

PE,k(x) �E
1
hk

1
`

x

log x
+ `3x1/2 log(`x).(5.2)

We now need to choose a specific prime ` to minimize our bound. The expression 1
hk

1
`

x
log x

(resp. `3x1/2 log(`x)) is a decreasing (resp. increasing) function of `. In order to achieve an op-
timal bound in (5.2), we want both terms to be of roughly the same magnitude. Thus we certainly
want `� x, and hence hope to find ` with `4 ≈ 1

hk

x1/2

(log x)2
.

Lemma 5.5. There exists an absolute constant γ ≥ 5 such that for any y ≥ γ, if y ≥ 2 log dk then
the interval [y, 2y] contains a prime not dividing dk.

Proof. By the prime number theorem, there is an absolute constant γ ≥ 5 such that for y ≥ γ,∑
y≤p≤2y log p > y/2. Suppose y ≥ γ and all of the primes in the interval [y, 2y] divide dk. Then

log dk ≥
∑

y≤p≤2y log p > y/2. Therefore, if y ≥ γ and log dk ≤ y/2, then there exists a prime not
dividing dk in the interval [y, 2y]. �

We now break up our bound of PE,k(x) into two cases.

Case 1: Suppose
(

1
hk

x1/2

(log x)2

)1/4
≥ log(4x).

Let y = 2
(

1
hk

x1/2

(log x)2

)1/4
+cE +γ, where cE is the constant from Lemma 2.5 and γ is the constant

from Lemma 5.5. Using our assumption dk ≤ 4x, we have y ≥ 2 log(4x) ≥ 2 log dk. Therefore by
Lemma 5.5, there exists a prime ` - dk in the interval [y, 2y]. Note that ` is unramified in k, ` ≥ 5,
and ρE/H,` is an isomorphism (since ` ≥ cE). With this choice of `, (5.2) becomes

PE,k(x) �E
1
hk

1
y

x

log x
+ y3x1/2 log x

�E
1
hk

(
hk

(log x)2

x1/2

)1/4 x

log x
+

( 1
hk

x1/2

(log x)2
)3/4

x1/2 log x

� 1

h
3/4
k

x7/8

(log x)1/2
.

Case 2: Suppose
(

1
hk

x1/2

(log x)2

)1/4
≤ log(4x).

Let y = 2 log(4x) + cE + γ. Since y ≥ 2 log(4x) ≥ 2 log dk, Lemma 5.5 tells us that there is a
prime ` in the interval [y, 2y]. Note that ` is unramified in k, ` ≥ 5, and ρE/H,` is an isomorphism
(since ` ≥ cE). With this choice of `, (5.2) becomes

PE,k(x) �E
1
hk

1
y

x

log x
+ y3x1/2 log x

�E
1
hk

x

(log x)2
+ x1/2(log x)4

= x1/2
( 1
hk

x1/2

(log x)2
)

+ x1/2(log x)4

� x1/2(log x)4 + x1/2(log x)4 = 2x1/2(log x)4.
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We record the result obtained by combining the two cases.

Proposition 5.6. Assuming GRH, PE,k(x) �E
1

h
3/4
k

x7/8

(log x)1/2 + x1/2(log x)4. �

Remark 5.7. Assume GRH and AHC. Proceeding as above, except using part (ii) of Proposition
4.2, we obtain

PE,k(x) �E
1
hk

1
`

x

log x
+ `3/2x1/2 log(`d1/2

k x).

This is precisely the statement of Lemma 6.3(i), except with the additional assumption that ` is
split in k and without the AHC assumption. The main idea in §6 is to reduce the bounds to abelian
extensions where AHC is known to hold.

6. The proof of Theorem 1.3

Fix a non-CM elliptic curve E defined over Q and an imaginary quadratic extension k of Q. The
following proof has clearly been motivated by the work of Murty, Murty, and Saradha [MMS88].

Let ` ≥ 5 be a prime such that ` splits in k and ρE/H,` is an isomorphism. We will later make a
more specific choice of `.

6.1. Setup and a Frobenius condition. Define the set

(6.1) C (`) = {σ ∈ C(`) : det(xI − ρE/H,`(σ|H(E[`]))) has a root in Z/`Z},
where C(`) was defined by (3.1). The set C (`) is stable under conjugation in G(`). The next lemma
gives a refinement of Proposition 3.3 in the case where m = ` is a prime that splits in k.

Lemma 6.1. Fix a prime ` ≥ 5 that splits in k such that ρE/H,` is an isomorphism. Then

PE,k(x) ≤
1

2hk
πC (`)(x, L(`)/H) + 1.

Proof. Let p ≤ x be a prime such that E has good ordinary reduction at p and Q(πp(E)) ∼= k.
Suppose that p 6= `. Then Lemma 3.1 shows that p splits completely in H and for each P ∈ ΣH

dividing p, (P, L(`)/H) ⊆ C(`). For P ∈ ΣH dividing p, the polynomial

det(xI − ρE/H,`(FrobP)) ≡ x2 − aP(E)x+N(P) = x2 − ap(E)x+ p (mod `)

has a root in Z/`Z, since by assumption ` splits in k ∼= Q(πp(E)). Therefore, (P, L(`)/H) ⊆ C (`).
So

#{p ≤ x : p - `NE ,EndFp
(Ep)⊗Z Q ∼= k} ≤ 1

2hk
πC (`)(x, L(`)/H)

and the lemma follows by including the prime `. �

Choose a Borel subgroup B of Aut(E[`]) (i.e., there is an isomorphism Aut(E[`]) ∼= GL2(Z/`Z)
under which B corresponds to the group of invertible upper triangular matrices). The following
subgroup of G(`) will play an important role in the proof:

B(`) = {σ ∈ G(`) : ρE/H,`(σ|H(E[`])) ∈ B}.
The inverse image of B under the map

G(`) � Aut(E[`]), σ 7→ ρE/H,`(σ|H(E[`])),

is B(`). Thus [G(`) : B(`)] = [Aut(E[`]) : B] = `+ 1, so

(6.2) [L(`)B(`) : Q] = 2hk[L(`)B(`) : H] = 2hk[G(`) : B(`)] = 2hk(`+ 1).

Define the set
D := C (`) ∩B(`) = C(`) ∩B(`).

18



Lemma 6.2. Fix a prime ` ≥ 5 such that ` splits in k and ρE/H,` is an isomorphism. Then

PE,k(x) ≤
1

2hk
πD(x, L(`)/L(`)B(`)) +OE

(
` log(`d1/2

k ) + `x1/2
)
.

Proof. Any element of C (`) is conjugate in G(`) to an element of B(`). Choose a subset Γ ⊆ B(`)
such that there is a disjoint union

C (`) =
⋃
γ∈Γ

CG(`)(γ)

(recall that for a group G and an element s ∈ G, CG(s) is the conjugacy class of s in G). Thus

πC (`)(x, L(`)/H) ≤ π̃C (`)(x, L(`)/H) =
∑
γ∈Γ

π̃CG(`)(γ)(x, L(`)/H),

and by Proposition 4.10 (with G = G(`), H = B(`), L = L(`)),

πC (`)(x, L(`)/H) ≤
∑
γ∈Γ

[CentG(`)(γ) : CentB(`)(γ)]
−1 · π̃CB(`)(γ)(x, L(`)/L(`)B(`))

≤
∑
γ∈Γ

π̃CB(`)(γ)(x, L(`)/L(`)B(`)) ≤ π̃D(x, L(`)/L(`)B(`)).

So by Proposition 4.11(ii),

πC (`)(x, L(`)/H) ≤ πD(x, L(`)/L(`)B(`)) +O
(
[L(`)B(`) : Q]

( 1
[L(`) : Q]

log dL(`) + x1/2
))
.

Lemma 5.3 gives 1
[L(`):Q] log dL(`) �E log(`d1/2

k ). This and (6.2) gives

πC (`)(x, L(`)/H) ≤ πD(x, L(`)/L(`)B(`)) +OE(2hk(`+ 1)(log(`d1/2
k ) + x1/2)).

The lemma then follows from Lemma 6.1. �

We now apply our effective versions of the Chebotarev density theorem.

Lemma 6.3. Fix a prime ` ≥ 5 such that ` splits in k and ρE/H,` is an isomorphism.
(i) Assuming GRH,

PE,k(x) �E
1
hk`

x

log x
+ `3/2x1/2 log(`d1/2

k x).

(ii) Unconditionally, there is an absolute constant c1 > 0 and a constant c2 > 0 depending on

E such that if log x ≥ c2hk`
(
log(hk`)

)2
, then

PE,k(x) �E
1
hk`

x

log x
+ `3/2x exp

(
−c1

√
log x
hk`

)
(log(hk`x))2.

Proof. Let us make things a little more explicit. Fix a group isomorphism α : Aut(E[`]) ∼→
GL2(Z/`Z) such that B maps onto the group of invertible upper triangular matrices. This in-
duces an isomorphism

Ψα,` : G(`) ∼→ {(A, u) ∈ GL2(Z/`Z)×
(
(Ok/`Ok)×/O×k

)
: det(A) = N(u)}

σ 7→
(
α
(
ρE/H,`(σ|H(E[`])))

)
, ψk,`(σ|k(`))

)
.

That Ψα,` is a well-defined isomorphism is a consequence of Ψ` being an isomorphism (Lemma
2.14). Therefore,

Ψα,`(B(`)) = {(A, u) ∈ GL2(Z/`Z)×
(
(Ok/`Ok)×/O×k

)
: det(A) = N(u), A upper triangular}.
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Consider the following subgroup of B(`),

H = Ψ−1
α,`

{((
a b
0 a

)
, (a+ `Ok)O×k

)
: a ∈ (Z/`Z)×, b ∈ Z/`Z

}
.

The homomorphism

Ψα,`(B(`)) → (Z/`Z)× ×
(
(Ok/`Ok)×/O×k

)
,

((
a b
0 c

)
, u

)
7→ (a−1c, a−1u)

has kernel Ψα,`(H ). Therefore H is a normal subgroup of B(`), and the quotient B(`)/H is
abelian. Since the group Gal(L(`)H /L(`)B(`)) = B(`)/H is abelian, Artin’s Holomorphy Conjec-
ture is known to hold for the extension L(`)H /L(`)B(`). One readily verifies that H D ⊆ D.

Before applying the Chebotarev density theorem, we first need to bound some of the values that
will occur.

|D| = #{(A, u) ∈ G (`) : A ∈ B, tr(A) ∈ Tr(u)}
= #{(A, u) ∈ B ×

(
(Ok/`Ok)×/O×k

)
: det(A) = N(u), tr(A) ∈ Tr(u)}

≤ #{(A, u) ∈ B × (Ok/`Ok)× : det(A) = N(u), tr(A) = Tr(u)}

Using Lemma 3.5, we find that |D| ≤ 4|B| ≤ 4`3. By Lemma 3.6, 1/|B(`)| = [G(`) : B(`)]/|G(`)| =
(`+ 1)/|G(`)| � 1/`4. It is clear that |H | = `(`− 1). Therefore,

|D|
|B(`)|

� 1
`

and
|D|
|H |

� `.

From (6.2), [L(`)B(`) : Q] = 2hk(`+ 1). By Lemma 5.4,

logM(L(`)/L(`)B(`)) �E log(`d1/2
k ).

(i) Assume GRH. We now apply Proposition 4.2(ii) (without any extra AHC assumption!).

πD(x, L(`)/L(`)B(`))

=
|D|
|B(`)|

Lix+O
(( |D|
|H |

)1/2
x1/2[L(`)B(`) : Q] log

(
M(L(`)/L(`)B(`))x

))
�E

1
`

x

log x
+ hk`

3/2x1/2 log(`d1/2
k x)

(ii) We now apply Proposition 4.7 with the trivial bound βL ≤ 1. For log x � [L(`)B(`) :
Q](logM(L(`)/L(`)B(`)))2 (and hence also if log x�E hk`(log(`d1/2

k ))2),

πD(x, L(`)/L(`)B(`))

� |D|
|B(`)|

Lix+
( |D|
|H |

)1/2
[L(`)B(`) : Q]x exp

(
−c

√
log x

[L(`)B(`) : Q]

)
log

(
M(L(`)/L(`)B(`))x

)2

�E
1
`

x

log x
+ hk`

3/2x exp
(
−c

√
log x

2hk(`+ 1)

)
(log(`d1/2

k x))2

� 1
`

x

log x
+ hk`

3/2x exp
(
−c1

√
log x
hk`

)
(log(`d1/2

k x))2,

where c1 > 0 is an absolute constant. We can replace d1/2
k by hk since log(d1/2

k ) � log hk +1
by the Brauer-Siegel theorem.
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In both cases, combining the upper bound of πD(x, L(`)/L(`)B(`)) with Lemma 6.2 concludes the
proof. �

6.2. A conditional choice of `. It remains to choose a specific prime ` in Proposition 6.3. Assume
that GRH holds (the next section will give the unconditional argument).

Lemma 6.4. Assume GRH. There is an absolute constant γ > 0 such if y1/2

log y ≥ γ log dk, then there
exists a prime ` that splits in k and lies in the interval [y, 2y].

Proof. By Proposition 4.2(i),

#{` : ` splits in k, y ≤ ` ≤ 2y} =
1
2

∫ 2y

y

dt

log t
+O(y1/2 log(dky))

≥ 1
2

y

log(2y)
+O(y1/2 log y + y1/2 log dk).

There exist absolute constants c1 > 0 and c2 > 0 such that for y ≥ c1,

#{` : ` splits in k, and y ≤ ` ≤ 2y} > 1
4

y

log y
− c2y

1/2 log dk

=
1
4
y1/2

( y1/2

log y
− 4c2 log dk

)
.

Let γ = sup{4c2, c1/2
1 }. If y1/2

log y ≥ γ log dk, then y ≥ γ2 ≥ c1. So,

#{p : p splits in k, y ≤ p ≤ 2y} > 1
4
y1/2

( y1/2

log y
− 4c2 log dk

)
≥ 1

4
y1/2

( y1/2

log y
− γ log dk

)
≥ 0. �

By Lemma 5.1, we may assume that dk ≤ 4x. We now break up our proof of Theorem 1.3(i)
into two cases.

Case 1: Suppose that
(

1
hk

x1/2

(log x)2

)2/5
≥ (log x · log log x)2.

The idea is to chose a prime ` such that both terms in the right hand side of the inequality
in Lemma 6.3(i) have roughly the same magnitude.

Let y = C
(

1
hk

x1/2

(log x)2

)2/5
+ cE + 5, where cE is the constant from Lemma 2.5 and C ≥ 2

is an absolute constant still to be chosen. By our hypothesis, y ≥ C(log x · log log x)2. Since
y1/2/ log y is increasing for large y,

y1/2/ log y � C1/2(log x · log log x)/(logC + 2 log log x)

� C1/2

logC
log x� C1/2

logC
log dk

By choosing C sufficiently large and using Lemma 6.4, we may assume that there exists a
prime ` that splits in k and lies in the interval [y, 2y]. Note that ` splits in k, ` ≥ 5, and
ρE/H,` is an isomorphism (since ` ≥ cE). We now use our choice of ` in the interval [y, 2y],
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in the bound of Lemma 6.3(i).

PE,k(x) �E
1
hk

1
`

x

log x
+ `3/2x1/2 log(`d1/2

k x)

� 1
hk

1
y

x

log x
+ y3/2x1/2 log(yx)

�E
1
hk

(
h

2/5
k

(log x)4/5

x1/5

) x

log x
+

( 1

h
2/5
k

x1/5

(log x)4/5

)3/2
x1/2 log x

� 1

h
3/5
k

x4/5

(log x)1/5

Case 2: Suppose that
(

1
hk

x1/2

(log x)2

)2/5
≤ (log x · log log x)2.

(6.3)
1
hk

x

log x
=

( 1
hk

x1/2

(log x)2
)
x1/2 log x ≤ (log x · log log x)5x1/2 log x = x1/2(log x)6(log log x)5

Let y = C(log x · log log x)2 +cE +5, where cE is the constant from Lemma 2.5 and C > 0
is an absolute constant which we will be chosen sufficiently large.

y1/2

log y
�E

C1/2 log x · log log x
logC + log log x

� C1/2

logC
log x

Since dk ≤ 4x, we see by Lemma 6.4 that C can be chosen such that there is a prime ` that
splits in k and lies in the interval [y, 2y]. Then

PE,k(x) �E
1
hk

1
`

x

log x
+ `3/2x1/2 log(`d1/2

k x)

� 1
hk

1
y

x

log x
+ y3/2x1/2 log x

� 1
y
x1/2(log x)6(log log x)5 + y3/2x1/2 log x (by (6.3))

�E x1/2(log x)4(log log x)3.

Combining both cases, we have as desired

PE,k(x) �E
1

h
3/5
k

x4/5

(log x)1/5
+ x1/2(log x)4(log log x)3.

6.3. An unconditional choice of `. Define y := C 1
hk

log x
(log log x)2

, where 0 < C < 1 is a constant
which depends only on E and will be chosen sufficiently small.

Suppose there is a prime ` that splits in k, ρE/H,` is an isomorphism, and ` lies in the interval
[y, 2y].

hk`(log(hk`))2 � hky(log(hky))2

� C
log x

(log log x)2
(log log x)2 = C log x

So for C > 0 sufficiently small, the condition

(6.4) c2hk`(log(hk`))2 ≤ log x
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holds where c2 is the constant from Lemma 6.3(ii). By Lemma 6.3(ii),

PE,k(x) �E
1
hk`

x

log x
+ `3/2x exp

(
−c1

√
log x
hk`

)
(log(hk`x))2

� 1
hky

x

log x
+ y3/2x exp

(
−c1

√
log x
2hky

)
(log(hkyx))2

� C−1x(log log x)2

(log x)2
+
C3/2

h
3/2
k

(log x)3/2

(log log x)3
x exp

(
− c1√

2C
log log x

)
(log x)2

� C−1x(log log x)2

(log x)2
+ C3/2 x

(log x)
c1√
2C
−7/2

Choose C > 0 sufficiently small such that (6.4) holds and c1/
√

2C − 7/2 ≥ 2, then

PE,k(x) �E
x(log log x)2

(log x)2
.

It still remains to impose suitable conditions to ensure that such a prime ` exists.

Lemma 6.5. There is an absolute constant c > 0 such that if log y ≥ cd
1/2
k , then there exists a

rational prime ` in the interval [y, 2y] that splits in k.

Proof. By taking c > 0 sufficiently large, we will have log(2y) ≥ 20(log dk)2. Then by the Cheb-
otarev density theorem (Proposition 4.6), there is an absolute constant c′ > 0 such that

Ny := #{` : y ≤ ` ≤ 2y, ` splits in k}

=
1
2

∫ 2y

y

dt

log t
+O(yβk/ log y) +O(y exp(−c′

√
log y)),

where βk is the possible exception zero of ζk(s) from Lemma 4.4. So

Ny ≥
y

log(2y)

(
1 +O

( 1
y1−βk

)
+O

(
log(2y) exp(−c′

√
log y)

))
.

By taking c > 0 sufficiently large, there is an absolute constant c′′ > 0 such that

Ny ≥
y

log(2y)

(
1/2− c′′

y1−βk

)
.

By [Sta74, Lemma 11], 1 − βk � (d1/2
k )−1, so log(y1−βk) = (1 − βk) log y � log y

d
1/2
k

≥ c. By taking

c > 0 sufficiently large, we will ensure that 1/2− c′′/y1−βk > 0 and hence Ny > 0. �

In the present case,

log y = log log x− 2 log log log x− log hk + logC = log log x− 2 log log log x+O(log dk).

So for log log x� d
1/2
k we have log y ≥ cd

1/2
k , with c > 0 as in Lemma 6.5. Therefore, if log log x�

d
1/2
k then there is a prime ` in the interval [y, 2y] that splits in k. Finally, if we take c ≥ log cE ,

where cE is the constant from Lemma 2.5, then ρE/H,` is an isomorphism.
23



7. The proof of Corollary 1.5

We start with the identity

π(x) = #{p : p|NE}+ #{p ≤ x : E has supersingular reduction at p}+
∑

k∈DE(x)

PE,k(x).

By [Ser81, Théorème 20], #{p ≤ x : E is supersingular at p} = oE(x/ log x), so

π(x) = oE(x/ log x) +
∑

k∈DE(x)

PE,k(x).

We now use the bounds from Theorem 1.3(i).

x/ log x�E

∑
k∈DE(x)

PE,k(x)

�E

∑
k∈DE(x)

( 1

h
3/5
k

x4/5

(log x)1/5
+ x1/2(log x)4(log log x)3

)
=

( ∑
k∈DE(x)

1

h
3/5
k

) x4/5

(log x)1/5
+ |DE(x)|x1/2(log x)4(log log x)3

Using GRH, one can show that, hk � d
1/2
k / log dk. We now use this lower bound for hk, and Lemma

5.1 which says that dk ≤ 4x for all k ∈ DE(k).∑
k∈DE(x)

1

h
3/5
k

�
∑

k∈DE(x)

(log dk)3/5

d
3/10
k

�
∑

k∈DE(x)

1

d
3/10
k

(log x)3/5

≤
|DE(x)|∑

d=1

1
d3/10

(log x)3/5 � |DE(x)|7/10(log x)3/5

Combining with our previous inequality gives:

x/ log x�E |DE(x)|7/10x4/5(log x)2/5 + |DE(x)|x1/2(log x)4(log log x)3

� sup
{
|DE(x)|7/10x4/5(log x)2/5, |DE(x)|x1/2(log x)4(log log x)3

}
.

• If |DE(x)|7/10x4/5(log x)2/5 < |DE(x)|x1/2(log x)4(log log x)3, then

|DE(x)| �E (x/ log x)/(x1/2(log x)4(log log x)3) = x1/2/((log x)5(log log x)3).

• If |DE(x)|7/10x4/5(log x)2/5 ≥ |DE(x)|x1/2(log x)7, then

|DE(x)|7/10 �E
x1/5

(log x)7/5
and hence |DE(x)| �E

x2/7

(log x)2
.

We conclude that |DE(x)| �E x2/7/(log x)2, since it is the weaker of the two bounds.

Remark 7.1. If we had used the bound PE,k(x) �E
x4/5

(log x)1/5 , then we would have concluded that

|DE(x)| �E
x1/5

(log x)4/5 . Thus the factor 1

h
3/5
k

occuring in our bound of PE,k(x) gives us a significant

improvement.
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Appendix A. Heuristics for the Lang-Trotter conjecture

In this appendix, we will give heuristics for Conjecture 1.1 so one msy see how the represen-
tations studied in this paper first occurred. In their heuristics, Lang and Trotter construct the
simplest probabilistic model that is compatible with known equidistribution laws. We will not be
as systematic here, for a more careful (and hence more convincing) heuristic see [LT76, Part II].
Fix a non-CM elliptic curve E/Q and an imaginary quadratic field k.

Let Pk be the set of rational primes p - NE that split completely in H, and let Pk(x) be the set
of primes in Pk that are of size at most x. By Lemma 3.1, if E has good ordinary reduction at a
prime p and Q(πp(E)) ∼= k, then p ∈ Pk. Given p ∈ Pk, we will give heuristics for the “probability”
that Q(πp(E)) ∼= k. This heuristic probability will be asymptotic to 4wk

π2 C
fin
E,k

1
2
√

p for an explicit

constant Cfin
E,k > 0 which will be described. Then as x→∞, we conjecture that

PE,k(x) ∼
∑

p∈Pk(x)

4wk

π2
Cfin

E,k

1
2
√
p
.

By the Chebotarev density theorem,∑
p∈Pk(x)

1
2
√
p
∼ 1

2hk

∑
p≤x

1
2
√
p
∼ 1

2hk

x1/2

log x
.

Thus we recover the Lang-Trotter conjecture

PE,k(x) ∼ CE,k
x1/2

log x
,

with CE,k :=
1

2hk

4wk

π2
Cfin

E,k.

A.1. Equidistribution laws. We briefly recall the equidistribution laws that play a role in the
heuristics. The bounds in this paper used only the Chebotarev density theorem; it would be
interesting to find upper bounds for PE,k(x) using the archimedean laws (see [Mur85] for results in
this direction concerning the other Lang-Trotter conjecture).

A.1.1. Sato-Tate. Define the function g1 : [−1, 1] → [0,∞) by g1(ξ) = 2
π

√
1− ξ2. For any interval

I ⊆ [−1, 1], the Sato-Tate conjecture predicts that the set{
P ∈ ΣH : aP(E)/(2

√
N(P)) ∈ I

}
has natural density

∫
I g1(ξ)dξ in ΣH .

A.1.2. Hecke. Define the function g2 : (−1, 1) → [0,∞) by g2(ξ) = wk
π

1√
1−ξ2

. For any interval

I ⊆ [−1, 1], from Hecke we know that

lim
x→∞

1
|ΣH(x)|

∑
P∈ΣH(x)

#
{
π ∈ Ok : P ∩ Ok = πOk, Trk/Q(π)/(2

√
N(P)) ∈ I

}
∼

∫
I
g2(ξ)dξ.

If we assume the interval I has sufficiently small length, then the set

{P ∈ ΣH : there exists a π ∈ Ok such that P ∩ Ok = πOk and Trk/Q(π)/(2
√
N(P)) ∈ I}

has natural density
∫
I g2(ξ)dξ in ΣH .
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A.1.3. Chebotarev. This section uses the Galois groups described in §2.3. Fix an integer m ≥ 5,
and take any t ∈ Z/mZ. Define the set

G(m)t = {σ ∈ G(m) : tr(ρE/H,m(σ|H(E[m]))) = t, Tr(ψk,m(σ|k(m)) 3 t}.
The Chebotarev density theorem shows that the set{

P ∈ ΣH : aP(E) ≡ t (mod m), ∃π ∈ Ok such that P ∩ Ok = πOk and Trk/Q(π) ≡ t (mod m)
}

has natural density |G(m)t|/|G(m)|. We will need a more refined version.
Given a random P ∈ ΣH of degree 1 and a random generator π of P∩Ok, we want to know the

probability that

(A.1) aP(E) ≡ t (mod m) and Trk/Q(π) ≡ t (mod m).

Define the group

G̃ (m) = {(A, u) ∈ Aut(E[m])× (Ok/mOk)
× : det(A) = N(u)},

which has a natural projection ϕ : G̃ (m) → G (m). Let G̃(m) be the group ϕ−1(Ψm(G(m))) and
define G̃(m)t = {(A, u) ∈ G̃(m) : tr(A) = t, Tr(u) = t}. By the Chebotarev density theorem
(applied to the Galois group G(m), and weighting each conjugacy classes appropriately),∑

P∈ΣH(x)
aP(E)≡t (mod m)

#{π ∈ Ok : P ∩ Ok = πOk,Trk/Q(π) ≡ t (mod m)}
wk

∼ 1
wk

|G̃(m)t|
|G(m)|

|ΣH(x)| = |G̃(m)t|
|G̃(m)|

|ΣH(x)|.

Thus the probability that random P ∈ ΣH of degree 1 and generator π of P ∩ Ok satisfy (A.1) is
equal to |G̃(m)t|/|G̃(m)|. For latter use, define

C̃(m) = {(A, u) ∈ G̃(m) : tr(A) = Tr(u)}.

A.2. Heuristics. Given p ∈ Pk, we now give heuristics for the “probability” that Q(πp(E)) ∼= k,
or equivalently that there is a π ∈ Ok such that Nk/Q(π) = p and Trk/Q(π) = ap(E).

Fix any P ∈ ΣH dividing p. Then Q(πp(E)) ∼= k is equivalent to the existence of a π ∈ Ok such
that P ∩ Ok = πOk and Trk/Q(π) = aP(E).

There is a finite set S ⊆ [−1, 1] such that if z0 ∈ {z ∈ C : |z| = 1} satisfies Re(z0) = t, then
Re(ζz0) 6= t, for all wk-th roots of unity ζ 6= 1 in C.

Fix an integer t ∈ Z with |t| ≤ 2
√
p. By considering the Hecke and Sato-Tate distributions only

(and assuming they are independent of each other), we would expect the probability that there is
a π ∈ Ok such that P ∩ Ok = πOk, aP(E) = t, and Trk/Q(π) = t to be

g1( t
2
√

p)

2
√
p

g2( t
2
√

p)

2
√
p

=
2ωk

π2

1
4p
.

If t/(2
√
p) /∈ S, then the corresponding generator π is uniquely determined.

However, these purely archimedean heuristics ignore the Chebotarev contribution. Fix an integer
m ≥ 5. Suppose that t/(2

√
p) /∈ S. From §A.1.3, |G̃(m)t|/|G̃(m)| is the probability that aP(E) ≡ t

and Trk/Q(π) ≡ t (mod m), while the naive probability that such congruences hold is 1/m2. So to
take into account the congruences modulo m, we should multiply our probability by a correction

term of
|G̃(m)t|
|G̃(m)|

/
1
m2

.
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We thus expect the probability that Q(πp(E)) is isomorphic to k is approximately:

∑
t∈Z

|t|≤2
√

p

m2 |G̃(m)t|
|G̃(m)|

2ωk

π2
= m2

∑
t0∈Z/mZ

|G̃(m)t0 |
|G̃(m)|

∑
|t|≤2

√
p

t≡t0 (mod m)

2wk

π2

1
4p

≈ 4wk

π2

m ∑
t0∈Z/mZ

|G̃(m)t0 |
|G̃(m)|

 1
2
√
p

=
4wk

π2
·m |C̃(m)|

|G̃(m)|
· 1
2
√
p
.

The above heuristic dealt only with congruences modulo a fixed integer m. Define

Cfin
E,k := lim

m
m
|C̃(m)|
|G̃(m)|

,

where the limit is over natural numbers m ordered by divisibility. The convergence of this limit is
proven in [LT76], where a product expression is also given that is useful for numerical computations.
Thus for p ∈ Pk, we expect that the “probability” that Q(πp(E)) ∼= k to be asymptotic to

4wk

π2
Cfin

E,k

1
2
√
p
.
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